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The topic of this article is the development and the present state of the ar t  of computer 
chemistry, the computer-assisted solution of chemical problems. Initially the problems in 
computer chemistry were confined to structure elucidation on the basis of spectroscopic data, 
then programs for synthesis design based on libraries of reaction data for relatively narrow 
classes of target compounds were developed, and now computer programs for the solution of 
a great variety of chemical problems are available or are under development. Previously it was 
an achievement when any solution of a chemical problem could be generated by computer 
assistance. Today, the main task is the efficient, transparent, and non-arbitrary selection of 
meaningful results from the immense set of potential solutions--that also may contain innova- 
tive proposals. Chemistry has two aspects, constitutional chemistry and stereochemistry, 
which are interrelated, but still require different approaches. As a result, about twenty years 
ago, an algebraic model of the logical structure of chemistry was presented that consisted of 
two parts: the constitution-oriented algebra of be- and r-matrices, and the theory of the 
stereochemistry of the chemical identity group. New chemical definitions, concepts, and per- 
spectives are characteristic of this logic-oriented model, as well as the direct mathematical 
representation of chemical processes. This model enables the implementation of formal reac- 
tion generators that can produce conceivable solutions to chemical problems--including un- 
precedented solutions -without detailed empirical chemical information. New formal selec- 
tion procedures for computer-generated chemical information are also possible through the 
above model. It is expedient to combine these with interactive methods of selection. In this 
review, the Munich project is presented and discussed in detail. It encompasses the further 
development and implementation of the mathematical model of the logical structure of chem- 
istry as well as the experimental verification of the computer-generated results. The article 
concludes with a review of new reactions, reagents, and reaction mechanisms that have been 
found with the PC-programs IGOR and RAIN. 

1. Introduction 

Chemistry is concerned with the analysis and synthesis of 
chemical substances, the elucidation of molecular structures, 
and the reactivity and physical properties of chemical com- 
pounds. Apart from the fundamental gain in scientific knowl- 
edge, the manifold applications of chemistry justify the en- 
deavors and expenditure of chemical research. The search 
for compounds with desirable effects, functions, and proper- 
ties and the development of optimal methods for their syn- 
thesis, purification, and quality control are characteristic of 
research in applied chemistry. 

Progress in chemistry is generally due to  systematic re- 
search. It is evolutionary and takes place in small steps.['] 
The rare revolutionary jumps of innovation are produced by 

new ways of thinking or expertly recognized and systemati- 
cally exploited, fortunate, incidental observations. Examples 
are the insight into the significance of conformations['] by 
Sachser3] and Mohr,141 Meerwein's concept of ionic reaction 
mechanisms,[51 the discovery of the first organometallic cata- 
lysts containing transition elements by Reppe et al.[6"1 and 
Roelen," the solution of the absolute configuration prob- 
lem by Bijvoet et al.,[sl and the development of the chemistry 
of superacids by Olah et 

For progress in applied chemistry, serendipity and initial 
misunderstandings can play an important roIe. Spectacular 
examples are the introduction of the sulfonamides by Do- 
magk, Mietsch, and Klarer,[loJ who thereby revolutionized 
chemotherapy of bacterial infections, and the discovery of 
the azole fungizides by Biichel and Plempel [ I  that enabled 
efficient and broad chemotherapy of fungal infections. 

[*] Prof. Dr. I .  Ugi, Dr. J. Bauer, Dr. K. Bley. Dr. A.  Dengler. The diversity of applications for computers in chemistry 
reflects the varietv in chemical research. Thev have been used Dip].-Chem. A. Dietz, Dr. E Fontain, Dr. B. Gruber. Dr. M. Knauer. 

since they have been available and have become indispens- 
able in all areas of chemistry. In 1959 Konrad Zuse,["l the 
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inventor of the computer, sold the first commercially avail- 
able machine, the magnetic drum computer 222, to Bayer 
AG, who used it partly for scientific purposes. 
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Initially computers were exploited exclusively for numeri- 
cal computations, an application that is still on the increase. 
The term computational chemistry[l3- ''I is used for such 
applications. in which the calculation of molecular energy 
levels and geometries prevails. Their numerical capabilities 
make computers an indispensable tool of quantum chem- 
istry and analytical chemistry, which include the elucidation 
of molecular structure by spectroscopic and X-ray methods. 
However. they are also useful in the determination of prop- 
erties of substances, the design of experiments, the collec- 
tion, evaluation, graphic display, and interpretation of ex- 
perimental data, as well as in the visualization of molecular 
structures whose atomic coordinates are obtained from mea- 
surements. by quantum chemical computations, o r  by force- 
field methods. 

To a larger extent these applications of computers in  chem- 
istry --mostly computations according to fixed "recipes"- 
can be automated. With the exception of molecular model- 
ing where both the numerical and graphic capabilities of 
computers are exploited, an interactive participation of the 
user is not needed. 

Many types of chemical problems can, however, not be 
solved by numerical computations. The solution of these 
chemical problems requires another kind of approach, incor- 
porating the logical and combinatorial capabilities of com- 
puters. This discipline is called computer ''I 

The latter term is not too well chosen, but is now widely 
used. 

The oldest and best known computer programs for the 
direct solution of chemical problems serve to design synthe- 
ses and elucidate molecular structures from spectroscopic 
data. The search for synthetic routes or reaction mechanisms 
and the elucidation of molecular structures from spectro- 
scopic data belong to the "classical" problems of chemistry. 
The solution of such problems involves finding molecules 
that have certain characteristic chemical features. Generally, 
the classical chemical problems have a significant combina- 
torial aspect, and have many solutions that cannot be ob- 

tained by numerical computations, although such computa- 
tions may be of indirect use.[211 The best solutions are often 
found by intuition, creative thinking, or trial and error. The 
computer-assisted solution of chemical problems requires 
the interactive participation of the user, because there are 
always many potential solutions and no generally applicable 
rules. Therefore, a nonarbitrary selection of the practicable 
solutions is needed. The methods for solving such problems 
are, as a rule, nondeterministic in nature. 

Joshua Lederberg and George Vleduts, who died in 1990, 
are the founding fathers of computer chemistry. Leder- 
berg'221 initiated the DENDRAL project[231 to develop a 
computer program that determines the significant structural 
features of a molecule from spectroscopic data and then 
assembles its complete structure from its 
Although, the DENDRAL project was terminated before all 
its goals were achieved, it nevertheless represents an impor- 
tant milestone in the development of computer chemistry.['31 
It was the first computer program that exploited formal 
means for the solution of chemical problems. DENDRAL 
also promoted the notion artificial intelligen~e.['~' 

In 1963, VIedutsr2sJ proposed the design of computer pro- 
grams for planning multistep organic syntheses (CAOS: 
Computer-Assisted Organic Synthesis),["] that is, for find- 
ing a way to synthesize a given target molecule from avail- 
able starting materials in the best possible way according to 
the criteria that are applicable. As a pioneer of data banks of 
chemical  reaction^,^"] Vleduts was the first to discuss in 
detail how the reverse of stored chemical reactions, the so- 
called retroreactions, can be used to generate synthetic 
routes that lead from the target molecule via precursors to 
available starting materials. For instance, the structural fea- 
ture 1 in a target molecule leads to the chapter of aldol 
condensations in the reaction library and thus to the precur- 
sors 2 and 3. 

From the precursors of the target molecule their precur- 
sors are obtained in turn, until the starting materials are 
reached. Thus, a tree of syntheses results that generally con- 
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tains many pathways from which one has to  be selected. 
Corey128J introduced the term retrosynthetic analysis for this 
procedure. 

Bilateral synthesis design is an alternative to  the retrosyn- 
thetic approach. When both the target molecule and a suit- 
able set of starting materials are known, it suffices to find 
pathways that lead from the starting materials to  the target 
molecule. 

Computers can only be used for the solution of chemical 
problems when sufficient knowledge and experience are 
available for model concepts and reasoning by analogy. In 
the exploration of new domains in chemistry and in areas of 
incipient research, novel insights, visions, new ideas, and 
fortunate coincidences are still indispensable. Computers are 
here, at best, of indirect use, especially as a chemist would 
probably reject an “imaginative” computer-generated pro- 
posal 3s nonsensical artifact, even if it were completely real- 
izable. instead of checking it in the laboratory. 

Since computers d o  not have any creative intelligence, they 
are neither able to generate revolutionary ideas nor capable 
of pioneering scientific achievements. However, as an “am- 
plifier of intelligence” a computer can. within the given body 
of knowledge, accelerate the progress of science, and also 
give impetus to research work that would not be feasible 
without computer-assistance. Even if a computer were able 
to generate all the conceivable solutions for a given chemical 
problem, the meaningful and creative solutions could not be 
selected without the participation of a qualified user. 

2. Computer-Assisted Synthesis Design 

2.1. Empirical Synthesis Design 
Assisted by Reaction Libraries 

The programs for retrosynthetic design strategy based on 
data from reaction libraries LHASA,[29, 301 Wipke’s SECS,r311 
and Gelernter’s SYNCHEM,r321 as well as the Leverkusener 
Peptide Synthesis Design Program, which operates along the 
bilateral principle,c33. 341 belong to  the first computer pro- 
grams for the solution of chemical problems. Since then, 
many groups have tried to develop computer programs with 
various success for the design of syntheses[’*. 351. 

Since the beginning of organic synthesis, chemists have 
planned syntheses by retrosynthetic reasoning,[361 mentally 
dissecting the target molecule while bearing in mind known 
synthetic reactions. Sir Robert RobinsonL3’] employed ret- 
rosynthetic reasoning particularly systematically. The dis- 
connection method as recommended by Warren c3’1 also ex- 
ercises retrosynthetic reasoning. 

The early synthetic chemists did not attach a name to their 
procedure of synthesis design. Since the introduction of the 
terms synthon, transform, and retrosynthesis (also called 
antithesis), as well as the transform arrows (*) by Corey,[281 
publications often contain a retrosynthetic analysis per- 
formed after completion of the synthesis. Multistep synthe- 

ses are certainly all based on some plan; however, the com- 
plex multistep synthetic pathways that are successfully exe- 
cuted in the laboratory cannot yet be planned to the last 
detail. They evolve from the set of proposed syntheses by 
trial and error and by successive adjustment of the design to 
what is feasible. 

The empirical retrosynthetic programs are typical expert 
with a knowledge basis and a set of rules. The 

empirical retrosynthetic programs generate synthetic path- 
ways according to the perceived structural features of the 
target by application of the transforms, rules, and schemes. 
The precursors of a given target molecule are generated from 
it by breaking and making bonds according to stored infor- 
mation on chemical reactions and heuristic rules (see 1-3). 
The process is iterated for each precursor until available 
starting materials are reached. 

An empirical retrosynthetic program that is not confined 
to a narrow field of applications and a small repertoire of 
chemistry requires a large reaction library and a powerful 
computer. The creation and updating of large error-prone 
reaction libraries and the incorporation of synthesis-related 
experience into empirical synthesis design programs is time- 
consuming and costly. Reactions that are sequences of indi- 
vidual steps are particularly difficult to handle, because re- 
dundant information is stored. An advantage of empirical 
retrosynthetic programs is that they exploit existing chemical 
experience and therefore yield plans of syntheses that are 
combinations of known reactions and thus likely to succeed 
in the laboratory. The reaction library also determines the 
limits of the program, which is unable to break new territory. 
Moreover. since it is impossible to store all known reactions, 
reaction libraries provide to a more or less arbitrary choice 
of reactions. 

Conceivable precursors can exist a t  any level of synthesis 
design. Thus, a rapidly expanding tree of synthetic pathways 
is generated. It is necessary--as in chess-to select particu- 
larly promising precursors with a view to finding the next 
precursors. Within the framework of programs for retrosyn- 
thetic analysis, this selection is based on heuristic strategies 
and selection rules. 

The empirical retrosynthesis programs reached a very high 
level of perfection about 10 years ago. The most advanced 
example is CASP,r401 a modification and extension of 
SECS,’3’1 which was developed by large German and Swiss 
chemical companies at great expense. It is hardly conceivable 
that, apart from details, synthesis design programs based on 
reaction libraries will significantly surpass the present state 
of the art. 

CASP was not sufficiently accepted by potential users. 
probably because its extremely large reaction library needs a 
powerful computer. It therefore cannot be directly accessed 
by bench chemists, but requires a computer specialist as a 
middleman. It also seems that chemists prefer to use stored 
information directly instead of having it manipulated by an 
empirical synthesis design program. 

2.1.1. Which Are the Strategic Bonds in Ring Systems? 

Many interesting target molecules contain complex poly- 
cyclic systems for which suitable strategies need to be planned 
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Corey et al.142.43J developed heuristic strategies for 
the synthesis of carbocyclic systems, which were particularly 
important compyter-assisted retrosynthetic analysis. Their 
rules refer to “strategic” bonds that are preferentially broken 
and made, and can be summarized as follows (see Sec- 
tion 4.3.2): 

1. A bond is strategic if it belongs to a four-, five-, six-. or 
seven-membered primary ring. A ring is primary if it does 
not contain two or more smaller rings. 

2. A bond is strategic if it is directly connected to another 
ring (exo to another ring), unless this ring has only three 
members. 

3. A strategic bond should belong to the ring that contains 
the highest number of bridged positions (bridgehead atoms). 

4. If a ring of seven or  more members is formed when a 
bond is broken, this bond is not strategic. 

5.  Bonds of an aromatic system are not strategic. 
6. If a bridge contains a chiral center, none of its bonds are 

strategic, unless directly connected to the chiral center. 
Bonds between carbon and heteroatoms are treated differ- 

ently. Only rules 4, 5, and 6 apply, and rule 2 if a three-mem- 
bered ring is involved. 

2.1.2. Difficulties in Identqying Strategic Bonds 

If the rules for strategic bonds are applied to  bridged sys- 
tems with four o r  more rings (according to Frerejacques 

the results are sometimes less than satisfactory, 
especially when heteroatoms are present. This is because no 
hierarchy was defined for these rules, and they were con- 
ceived without sufficient attention to heteroatoms. As a con- 
sequence, in many cases several bonds are recognized as 
“strategic”, with equal priority. An example is ajmaline 
(4),[“” for which six strategic bonds (bonds 9, 10, 15, 16, 23, 
and 24) are found according to the rules. Breaking bonds 9 

I 191 \ 2  

and 10 does not simplify the molecular structure, while 
breaking only one bond does not lead to the formation of an 
accessible precursor, so other strategic bonds have to be 
determined. However, this does not necessarily lead to  a 
simplification of the problem, because a burgeoning number 
of bonds qualify as strategic when the complexity of the ring 
system decreases. This leads to  ever more precursors that 
have to be processed. Thus, breaking bond 16 of 4 produces 
seven new strategic bonds. 

As mentioned above, the dissection of a bond does not 
necessarily lead to a “simplified” molecule. Corey’s rules also 
lack a criterion for terminating ring fragmentations. Termi- 
nation of the procedure after dissection of all bridges be- 
tween rings would be advantageous; thus, nonbridging bonds 
such as 9 and 10 in 4 would not be considered. 

Heuristic rules are not equally valid in all areas of chem- 
istry, and usually their domains of validity cannot be clearly 
defined. The automated use of heuristic rules is therefore 
rather arbitrary and may lead to errors.[*’] 

Moderate amounts of data can be examined interactively 
by the user. This is widely applicable, and in computer-assisted 
synthesis design the interactive selection of synthetic routes 
by a knowledgeable chemist will yield better results than any 
automated, heuristic selection procedure. In automated ret- 
rosynthetic analysis, synthetic routes with favorable final 
steps will invariably be preferred over those with less favor- 
able final steps.[461 

2.2. Semiformal Synthesis Design 
and Prediction of Reactions 

The most severe limitations in “creativity” of the present 
semiformal synthesis design programs are their automated 
heuristic selection procedures; they are neither transparent 
nor wel I - fo~nded. [~~J  Therefore, the full set of conceivable 
solutions can not be taken into account. 

In principle, semiformal synthesis design programs can 
carry out all kinds of retrosynthetic analyses. However, they 
do not have selection procedures that can scan very large sets 
of solutions. Accordingly, the semiformal approach is limit- 
ed to relatively small synthetic problems that fall within the 
domain of validity of the applicable rules and the underlying 
schematic procedures of the programs. Without a suitable 
formalism no interactive ordering and classification of the 
conceivable solutions is possible. For semiformal synthesis 
design programs, the selection procedures for precursors and 
retroreactions can still be substantially improved, but no 
major progress in generating the synthetic pathways seems 
possible. 

In contrast to the empirical synthesis design programs, the 
semiformal and in particular the formal synthesis design pro- 
grams have considerable innovative abilities. The semifor- 
mal programs cannot intentionally be used to “invent” new 
reactions (in contrast to the formal programs, e.g. IGOR; 
see Section 4.4.3), but can invent new types of molecules and 
chemical reactions when they are needed as a part of a syn- 
thetic route that is generated. 

To our knowledge, no new compounds or reactions that 
have been predicted by a semiformal synthesis design pro- 
gram have been subsequently verified by experiment. 

The program CAMEO of Jorgensen et aI.l4’I was devel- 
oped for the prediction of reaction products, but it can also 
be used for the design of syntheses. CAMEO is based on the 
idea that most organic reactions can be represented by a 
combination of a few mechanistic elementary reactions (see 
also ref. [48]). The required chemical information is incorpo- 
rated into individual program modules. Since CAMEO gen- 
erates chemical reactions from their mechanistic steps, it is 
more capable of innovation than the retrosynthesis pro- 
grams based on reaction libraries.[491 

introduced the so-called half-reactions that 
can be combined to full chemical reactions according to valen- 
cy considerations, without employing reaction mechanisms. 
Moreau l 5  ‘1 developed the semiformal synthesis design pro- 
gram MASS0 on this principle. Shortly afterwards, Hen- 

Hendrickson 
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drickson et al.[521 completed SYNGEN, a similar program 
that is able to generate convergent syntheses from, at most, 
four subunits of the target molecule. 

Modification and extension of the feasibility study 
CICLOPS‘531 led to the first versions of the synthesis design 
program EROS,’541 which are of the formal type. Later ver- 
sions of EROS ~ ’ 1  are essentially semiformal. 

The selection processes of EROS for synthetic routes are 
heuristic in nature. They are based on assumptions on the 
lability of bonds and on physical data, which restricts the 
scope of reactions by defining, certain bonds as “breakable”. 
In the course of multistep syntheses, often more than ten 
bonds are broken or made. Under the assumption that one 
to three bonds are broken or made per reaction, there are 
more than 7 x lo6 synthetic routes that differ in the sequence 
of their operations, and that are by no means always equiv- 
alent (they would only be equivalent if all operations were 
independent of each other). 

The semiformal synthesis design program TOSCA 1561 is 
most remarkable because it is based on Evans’ concept of 
consonant and dissonant molecules. In a lecture at the Uni- 
versity of California at Los Angeles (UCLA) on 6th May 
1971, D. A. Evans demonstrated the importance of conso- 
nant and dissonant structural features of molecules. Evans 
documented this concept in a paper with the title “Conso- 
nant and Dissonant Relationships-An Organizational Mod- 
el for Organic Synthe~es”.‘~’] Although this paper was never 
published, its contents became well known in the chemical 
community, because in 1972 Evans distributed many copies 
among interested colleagues. 

Evans’ concept is based on Lapworth’s polarity patterns 
of organic molecules that contain h e t e r o a t ~ r n s . ’ ~ ~ ~  Evans 
termed these charge affinity patterns. Molecules like 5 and 6 
are called consonant. They have alternating sites of positive 
and negative charge affinity, which can react as a nucleophile 
or an electrophile respectively. Molecules like 7 and 8 to 

5 6 7 a 

which no such patterns can be assigned are called dissonant. 
The syntheses of 16 from 9 and 10,11,12, and 13, and 14 and 
15 are examples of consonant syntheses. 

Evans showed that the conversion of consonant molecules 
into dissonant molecules and vice versa by ionic reactions 
requires “inversion operations”, which correspond to Umpol- 
ung as defined by Seeba~h.[~’I Recognition of consonant and 
dissonant structural features in the starting material and 
products of a synthesis is very important for the design of 
syntheses because the need for inversion operations must be 
taken into account. We use the Evans-Lapworth schemes in 
our bilateral synthesis design program RAIN (Reaction And 
Intermediate Networks).[60-631 With his consonance/disso- 
nance concept Evans has made a far-reaching contribution 
to computer-assisted synthesis design. 

14 15 

2.3. Synthesis Design with Formal Foundations 

2.3.1. What Does “Formal” Mean? 

The disadvantages of programs for empirical, semiformal 
synthesis design can only be avoided by a comprehensive 
mathematical theory of chemistry that can be used to gener- 
ate and to select by formal means all molecular systems and 
chemical reactions that must be accounted for in the selec- 
tion of a given chemical problem.[ZL1 

Different disciplines use the term formal differently. D. 
Hilbert and B e r n a y ~ ‘ ~ ~ ]  called mathematics “the science of 
the formal systems”. In informatics formal descriptions re- 
quire a language (syntax), which may be mathematics, and a 
mathematically expressed meaning (semantics) together with 
definitions of rules for transformations and proofs. The 
validity and domain of a formal algorithm must be proven 
like a theorem. In chemistry, the term formal is not defined 
precisely, and is used quite randomly for all kinds of general- 
izations and classifications, as well as for more or less ab- 
stract representations and algorithms. As an empirical sci- 
ence, chemistry is not subject to any rigorously formal 
approaches in the sense understood in mathematics and in- 
formatics. However, our group attempts to put computer- 
assistance in chemistry onto a formal basis, as far as this is 
possible. Whenever this is not feasible, we avoid the use of 
heuristic rules with unpredictable consequences, leaving the 
required decisions to interactive user participation. The for- 
mal description of chemistry requires an adequate, detailed 
translation of chemistry, including its dynamic aspect, into 
the language of mathematics, and also a transparent transla- 
tion of mathematical representations of chemical objects and 
facts back into the language of chemistry. This is accom- 
plished through a mathematical model of the logical struc- 
ture of chemistry that represents the molecular systems as 
well as the chemical changes that they may undergo (see 
Section 3 ) .  

Such a mathematical model can be implemented in comput- 
er programs whose applications are not restricted to a single 
type of problems and that can generate and select, through 
a formal algorithm, solutions of chemical problems without 
files of stored, detailed chemical information.[”’ Such com- 
puter programs are well suited to explore new chemical terri- 
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tory, because they can propose molecules and chemical reac- 
tions that are without precedent, in particular when in 
dialogue with a creative, knowledgeable, and experienced 
chemist. 

With suitable computer programs all of the combinatori- 
ally possible solutions of chemical problems, including those 
without precedent, can be taken into account. This is, how- 
ever, of little use if the generated data cannot be ordered and 
the desired information cannot be extracted. To some extent, 
this is possible by formal means, but the interactive partici- 
pation of the user is still required. His intuition and expertise 
are not only needed to formulate the problem, but also to 
select the best solutions. 

The widespread opinion that a computer does not produce 
anything that has not been previously provided as data sounds 
plausible. It is, however, only strictly true for data banks and 
expert systems that rely solely on stored data. 

2.3.2. Mathematization of Chemistry 

Quantum chemistry has contributed a great deal to the 
mathematization of chemistry via physics. Quantum chem- 
istry, a branch of molecular theoretical physics, is indispens- 
able for understanding chemistry and for computing the nu- 
merical, measurable properties of well-defined molecular 
systems. The goal of mathematical chemistry is the mathema- 
tization of chemistry without the intermediacy of physics 
and the direct solution of chemical problems by qualitative 
mathematical methods. The traditional approaches for treat- 
ing chemical problems by qualitative formulations of dis- 
crete mathematics are confined to a static perspective. Such 
mathematical chemistry does not reach beyond a group 
theoretical visualization and interpretation of the chemical 
constitution of molecules and of families of 
and the graph theoretical classification and enumeration of 
isomers and products of i somer i~a t ions . [~~ 771 

Neither quantum chemistry, which is often called theoret- 
ical chemistry, nor traditional mathematical chemistry are 
suitable as a theoretical basis for the solution of chemical 
problems with a strong combinatorial aspect, such as the 
search for molecules or chemical reactions that meet given 
chemical requirements. The computer-assisted solution of 
chemical problems by formal means requires global mathe- 
matical modeling of chemistry beyond the treatment of indi- 
vidual chemical objects. The model must represent the rela- 
tions between the objects and the logical structure of 
chemistry as a whole. Constitutional chemistry and stereo- 
chemistry belong together, and yet they are so different that 
they require distinct mathematical perspectives and ap- 
proaches. A global mathematical model of chemistry must 
therefore consist of two parts, one that represents constitu- 
tional chemistry and one that describes stereochemistry. 

The theory of the be- and r - m a t r i c e ~ ~ ~ ~ ]  is an algebraic 
model of the logical structure of constitutional chemistry 
(see Section 3.2). It is also ~ i t e d f ~ ~ - ~ l ]  as the “Dugundji-Ugi 
Model” or  “Dungundji-Ugi Theory”, abbreviated to the D U  
model. Besides the algebraic DU model, a graph theoretical 
model that was published later by KvasniEka et a1.[80.811 can 
serve as a mathematical foundation of formal synthesis- 
design programs. The logical structure of stereochemistry 

can be represented by the theory of the Chemical Identity 
Group (CIG theory),Is21 which is based on the notion of 
permutational i some~ism.[~~1 

In contrast to traditional mathematical chemistry, the 
above models not only refer to, but even emphasize the dy- 
namic aspect of chemistry. Within the framework of the D U  
model, chemical reactions are described by transformations 
of be-matrices. The be-matrices represent constitutional for- 
mulas which, in turn. correspond to graphs of the chemical 
constitution of molecules. In the CIG theory, the set-valued 
maps represent dynamic processes by which the stereochem- 
ical features of molecules are changed. These mathematical 
devices for the direct modeling of chemical processes are the 
theoretical foundation of the computer-assisted, deductive 
solution of a wide variety of chemical problems without ref- 
erence to detailed empirical chemical information. 

In the D U  model and the CIG theory, the direct transla- 
tion of chemistry into mathematics and vice versa is more 
important than the actual mathematical basis. Mathematics 
thus becomes part of the language of chemistry bringing its 
semantics and syntax, just as chemical formulas have been 
for decades. 

2.4. Programs for Formal Synthesis Design 

Through the D U  model the objects of chemistry (molecules, 
ensembles of molecules (EM), chemical reactions) can be rep- 
resented by objects of mathematics (matrices). Thus, chemi- 
cal problems can be translated into mathematical problems, 
whose solutions are the solutions of the chemical problems. 

This model started the development of formal algorithms, 
reaction generators, and computer programs for the deduc- 
tive solution of chemical problems by mathematical means. 
The formal algorithms can not only generate solutions for 
many types of chemical problems but are also useful in the 
classification and selection of these solutions.[”] 

The development of programs for formal synthesis design 
began with the feasibility study CICLOPS.1531 The purpose 
of CICLOPS was to ascertain whether chemical problems 
could, in principle, be solved with the D U  model. In this 
respect the CICLOPS study was successful. However, it was 
also found that CICLOPS was bound to fail under the con- 
ditions of practical synthesis design of problems incorporat- 
ing the combinatorial aspect. Gasteiger and Jochum[541 devel- 
oped the first versions of EROS from CICLOPS, by reduc- 
ing the reaction generator (see below) of CICLOPS from 
approximately 100 potential to the three most important r- 
classes (see Section 3.2.2) of chemical reactions and by adding 
a selection procedure for chemical reactions. In analogy to 
the selection procedure of Stevens and B r o w n s ~ o m b e , ~ ~ ~ ~  the 
choice is made on the basis of reaction enthalpy estimations. 

Reaction matrices can be assembled from basic elements 
that correspond to the elementary reactions of mecha- 
n i s m ~ . [ ~ ~ ~  These can be used to create reaction generators 
that build chemical reactions from their elementary steps. 
The synthesis design program ASSOR [481 contains a reaction 
generator of this type and is therefore able to account for the 
mechanistic aspects of chemical reactions. 

The DU model can be used in many ways as the theoretical 
foundation of monolateral synthesis design programs that 
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generate synthetic routes either from the target molecule in a 
retrosynthetic mode, or from the starting material in a syn- 
thetic mode. However, the possibilities that the DU model 
provides for the bilateral design of syntheses‘84. 8 5 1  seem to 
be more promising. The obvious combinatorial advantages 
of bilateral synthesis design have also been recognized by 
other authors. Johnson et a1.[861 developed a bilateral synthe- 
sis-design program on the basis of LHASA, and recently 
Hendrickson and combined SYNGEN with the 
synthesis program FORWARD into a bilateral synthesis- 
design program. 

In bilateral synthesis design, the synthetic routes are 
spread from both ends, the starting materials and target. At 
the moment, we are developing a system of computer pro- 
grams for bilateral synthesis design that operates in three 
stages.~”~8’8~8’l The partitioning of the problems by such a 
system provides substantial combinatorial advantages. First, 
a set of suitable starting materials is selected for the target 
molecule from a list of available compounds by the substruc- 
ture correlation program CORREL-S (see Section 4.3.2). 
Then the co-products (ancillary products formed besides the 
target molecule) are determined (program STOECH, see 
Section 4.3.3). The result is a target EM that is isomeric (in 
terms of Section 3.1) to the EM of starting materials. In a 
third step, the computer program RAIN (see Section 4.4) 
generates a network of synthetic routes that connect both 
ends of the synthesis. 

Other formal synthesis-design programs are FLAMIN- 
GOES,[’o1 PEGAS,’’’] and MAPOS.[”’ H i ~ p e ’ ~ ~ ’  tried to 
combine the advantages of the formal and empirical ap- 
proaches in their programs SCANSYNTH, SCANMAT, 
and SCANPHARM. So did Johnson et al.[’41 in their system 
SYNLMA. 

3. The Logical Structure of Chemistry 

3.1. The Hierarchy of Isomerisms 

Chemistry is an empirical science. Nevertheless, its objects 
have a consistent logical structure, because all molecules are 
constructed according to uniform principles.[951 This logical 
structure i s  a system of equivalence relations. The most im- 
portant relations are the various types of isomerism and the 
interconvertibility of isomeric molecules and ensembles of 
molecules. The logical structure is determined by the valence 
properties of the chemical elements and a few general prin- 
ciples. When chemistry is compared to a language, the chem- 
ical facts, objects, phenomena, and events correspond to the 
vocabulary. while the logical structure of chemistry corre- 
sponds to  the grammar. 

The backbone of the logical structure is the classification 
of molecules according to the various types of isomerism.[961 
Isomers contain the same number and type of atoms and 
accordingly have the same empirical formula. The term “iso- 
mer” can be applied to molecules as well as to substances. 
From the existence of distinct isomers A. von Humboldt 
inferred that molecules must have an intrinsic structure. 
Otherwise substances with the same element composition 
would not be di~tinguishable.[’~~ 

Those molecular systems that consist of the same collec- 
tion of atoms-or more exactly, the same collection of atom- 
ic cores (i.e., nucleus plus electrons of the inner shells) and 
valence electrons-are isomeric EMS. The EMS may consist 
of one or more molecules. This extension of the notion of 
isomerism from molecules to EMS is one of the conceptual 
foundations of a mathematical representation of the logical 
structure of chemistry.[781 

The chemical constitution of molecules corresponds to the 
atomic neighborhood relations defined by covalent bonds. 
Isomers that differ by their chemical constitutions are called 
constitutional isomers. 

By their classical definition stereoisomers are molecules 
with the same chemical constitution but different relative 
spatial arrangements of their constitutient atoms.[”. ’*I This 
definition Is of limited usefulness, since many stereoisomers 
are nonrigid molecules that can not be adequately represent- 
ed by rigid geometric models. A generally valid definition of 
stereoisomers that also accounts for flexible molecules is 
possible on the basis of the concept of chemical identity 
described in the next paragraph. This equivalence relation 
can also account for nonrigid chiral 

Molecules are chemically identical if they interconvert 
spontaneously under the given observation conditions and 
belong to  the same uniform chemical compound. Two films 
showing the time-dependent changes of geometry of a mole- 
cule and of a chemically identical molecule will not be the 
same. However, the sets of molecular frames that are shown 
in the two films are identical. The same set will be obtained 
if a snapshot of a sufficiently large number of molecules of 
the corresponding compound is taken. 

If molecules with the same chemical constitution are not 
chemically identical they are s te reo is~mers . [~~.  8 2 .  Stereo- 
isomerism as defined thus is a principle of classification in its 
own right and is subordinate to constitutional isomerism. 

3.2. An Algebraic Model of the Logical Structure 
of Constitutional Chemistry 

The logical structure of constitutional chemistry follows 
from the following statements that were used by J. Dugundji 
and I. Ugir7*] as the axiomatic foundations of the theory of 
the be- (bond and electron) and r-matrices (reaction) pub- 
lished in 1973: 

Molecules consist of atomic cores and valence electrons, held together 
by covalent bonds. A covalent bond corresponds to a pair of valence 
electrons that simultaneously belongs to two adjacent atoms. A chemical 
reaction is the conversion of an EM into an isomeric EM by redistribu- 
tion of valence electrons. During a chemical reaction the atomic cores and 
the total number of valence electrons remain the same. 

The logical structure of constitutional chemistry can be 
illustrated by the chemistry of a fixed collection A = 

{A, , . . .A,) of atoms. Since any collection of atoms can serve 
as A ,  a model of the logical structure of the chemistry of A 
is valid for all chemistry. 

The chemistry of A is given by the family of isomeric 
EM(A). EM(A) is an EM which contains every atom of A 
precisely 0nce.1~~1 

Within the framework of the DU model, an EM of n atoms 
is described by its symmetric n x n be-matrix. The ith row 
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(and column) of a be-matrix is assigned to  the atom Ai ( I  5 
i n). The entry b, (= bji, i + j )  of the ith row and thej th  
column of a be-matrix B is the formal bond order of the 
covalent bond between the atoms Ai and Aj. The diagonal 
entry bii is the number of free valence electrons at  the atom 
Ai. The entries b,, = b,, = 2 of the be-matrix of EM(17, 18) 
signify that the C atom no. 1 and 0 atom no. 2 are connected 
by a covalent double bond, while b,, = 4 represents four free 
valence electrons at  the 0 atom no. 2 (Scheme 1). 

The redistribution of valence electrons by which the starting 
materials EM, of chemical reactions are converted into their 
products EM, is customarily indicated by “electron-pushing 
arrows”, which are represented by r-matrices R .  The chemi- 
cal reaction EM, -+ EM, corresponds to the additive trans- 
formation of the be-matrices B of the educts by the reaction 
matrix R into the be-matrix E of the products. B + R = E is 
the fundamental equation of the DU model. 

The addition of matrices proceeds entry by entry, that is, 
b,, + ri, = ei,. Since there are no formal negative bond orders 
or negative numbers of valence electrons, the negative entries 
of R must be matched by positive entries of Bof  at least equal 
values. 

19 18 17 

3.2.1. Chemical Distance 

c’ 0 2  1 1 0 0  
d 2 4 0 0 0 0  

cs 0 0 0 0 2 3  
P , O O  0 0 3 2 

B + I )  

Scheme 1. A reaction and its matrix description. 

- - P 

The rows and columns of the be-matrices represent the 
number and position of the electrons (valence schemes) of 
the relevant atoms. It follows that all rows (columns) of 
be-matrices of stable EMS must correspond to  allowable 
valence schemes of the represented chemical elements. They 
are the valence boundary conditions of the be-matrices. 

The adjacency and connectivity matrices[991 that are used 
in chemical documentation differ from the be-matrices in 
their diagonal entries. These matrices are merely tables of 
bonds that represent chemical constitution. In contrast, the 
be-matrices d o  not only represent single molecules but also 
multimolecular EMS, and are genuine mathematical objects. 
The algebra of the be- and r-matrices forms a free additive 
abelian gr0up.1~~1 

When the n2 entries of the be-matrices are interpreted as 
coordinates of points in an n’-dimensional euclidean space, 
the algebraic model of the logical structure of chemistry can be 
visualized as a geometric model.[”. ‘‘‘I The EMS correspond 
to be-points and chemical reactions are described by connect- 
ing r-vectors. The L, length d(B, E )  of an r-vector is the sum 
of the absolute values of the differences of the coordinates of 
the be-points P(B) and P(E). The L, distance (“taxi driver 
distance”)[“’] between the two be-points P(B) and P(E) is 
called the chemical distance (CD) between EM, and EM,. It 
is twice the number of valence electrons that are redistribut- 
ed when EM, and EM, are interconverted (see Table 

4 B . 4  = 1 I b,, - ei, I = C ITl, I ( 1 )  

When the lattice of points representing a family of all iso- 
meric EM with paired valence electrons is viewed from any 
of its EMS, then the be-points are surfaces of concentric L, 
shells whose radii differ by four units. The radius of the 
largest sphere is the total number of valence electrons of the 
underlying collection of atoms. This aesthetic geometric pic- 
ture of the logical structure of chemistry is a “map” of the 

J J 

Table 1. Corresponding representations of the logical structure of constitutional chemistry. 

Chemical Representation Algebraic Representation Geometric Representation 

constitutional formula of 
EM,(A) ( A  = { A ,  , . . . A n ) )  

up to  n! permutations of 
atomic indices in EM.(A) 

chemical reaction 

by redistribution of 
valence electrons 
the number of redistributed 
valence electrons in a 
reaction EMB(A) + EM,(A) 
(corresponds to the CD) 
the chemistry of A that is given 
by the family of all EM(A) and 
the mutual interconversions of EM(A) 
chemical reactions preferentially 
proceed by a minimal redistribution 
of valence electrons. 

EM,dA1+ EMAA) 

symmetric n x n be-matrix 
B = (b8,) of EM,(A). 

up to n! equivalent be-matrices B 
can he obtained by row 
(or column) 
permutations of B according to B = P . B . P I .  

P is a n x n permutation matrix. 
the additive transformation of B in E. The 
entries Y ~ ,  of R represent the redistribution 
of valence electrons. 

d(B, E)  = Z1i-J; that is, the sum of the 
absolute values of the entries of the r-matrix 
R =  E -  B. 

the groups of he-matrices of EM(A) with 
their transformations under given boundary 
conditions. 
the atom-onto-atom correlations EM,(A) 
and EM,@) with minimal d(B, E )  are preferred. 

be-point P(B) with the coordinates 
(b, ,  , . . . b,,, . . . b., , . . . bJ  in an n2-dimensional 
euclidian space. 
b-cluster of the up to n! equivalent he-points 
P(B) of EM,(A). 

r-vectors in the n2-dimensional space which con- 
nects the he-points, P(B) and P(E), of the partic- 
ipating EMS, EM,(A) and EM&). 

L ,  distance (“taxi driver distance”) between the 
he-points P(B) and P(E).  

sets of points which correspond to the elements 
of the family of all EM(A) and the connecting 
r-vectors. 
preferred r-vectors for EM.(A) -EM&) lead 
from one point of the B-cluster to the “nearest” 
point of the E-cluster. 
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energy minima of the potential energy surface of the given 
collection of 

The solutions of the basic equation B + R = E of the D U  
model correspond to the solutions of a great variety of chem- 
ical problems. Accordingly, the D U  model can serve as the 
universal theoretical foundation of computer programs for the 
deductive solution of constitution-related chemical problems. 
Furthermore, it is suitable as a basis of strictly formal, trans- 
parent procedures for the selection of chemically meaningful 
solutions from very large sets of conceivable 
Here the Principle of Minimal Chemical Distance[78. '03 

plays an important role. This principle is a quantitative ver- 
sion of the classical qualitative principle of minimum struc- 
ture change:["*' The interconversion of isomeric EM by 
chemical reactions preferentially proceeds by redistribution 
of the minimum number of valence electrons. 

The minimal C D  corresponds to  one or  more atom-to- 
atom maps of the EM, because the CD between isomeric 
EMS depends on the correlation of their atoms. In a broad 
sense this is also true for sequences of reactions, that is, the 
C D  of reaction sequences is rarely more than four units 
above the minimum of CD. 

The principle of minimal CD can not only select the 
"shortest" pathways of chemical reactions but can also help 
to determine reactive centers, that is, those atoms whose 
covalent bonds and free valence electrons are immediately 
affected by the reaction. The complete set of reactive centers 
is called the core of the reaction. The bonds that are broken 
or made during a reaction are determined by the atom-to- 
atom maps of the interconnected EMS. 

Various distance functions and measures of similarity 
have been published for molecular systems. In essence, they 
all rely on the fact that chemical reactions correspond to  
vectors (see Table 1 )  and have metric properties.[''] Other 
examples. besides CD,I'ool are reaction distance that was 
defined differently by KvasniEka et aI.[*O. lo91 and by Hen- 
drickson et al.,[871 synthetic proximity of Johnson et al.,rllOl 
and adjacency distance, the sum of the absolute values of the 
t-matrices (differences of adjacency matrices) of Fontain.1' ' 

3.2.2. The Hierarchic Classification of Chemical Reactions 

A hierarchic classification of chemical reactions by simi- 
larity classes [ l  Ool follows from the principle of minimal CD 
(see Scheme 2). 

The position of a chemical reaction, for example 25 -+ 26, 
in this hierarchic classification system is determined by step- 
wise neglect of its characteristic features. First, the reaction 
is reduced to its core of reactive centers by omitting all sub- 
structures that d o  not directly participate in the reaction. 
The result is the ra-subclass of the reaction, whose members 
have the same reaction core but different invariant molecular 
substructures. 

The next step of abstraction is to neglect the differences 
between the chemical elements of the atoms of the core. This 
leads to the rb-subclasses (basic reactions). Their members 
are characterized by the same arrangement of covalent 
bonds between the atoms of the core (see 27) and can be 
represented by the so-called intact be-matrix (Scheme 3).[791 

;-class rb-subclass ro-subclass individuol 
reoction 

21 25 '0 25 

-L 

20 

- - 0= o=c=o 
22 24 26 

2 R - 2 Me. (CH,),. 2 Ph 

Scheme 2 .  The procedure for the hierarchic classification of chemical reac- 
tions. The individual reaction 25 4 26 is reduced to the electron redistribution 
scheme 20. 

6 5  .- 
27 

Scheme 3. Intact be-matrix of the rb-subclass 21 + 22. 

Reactions with the same electron redistribution scheme and 
therefore the same irreducible r-matrix ['O0, 1 2 .  ' I 3 ]  belong to 
the same r-class. The r-matrix is converted into its irreducible 
r-matrix by removing all rows and columns that only contain 
zeros. The rows (and columns) of the irreducible r-matrix 
belong to the reactive centers of the reactants. The hierarchic 
classification of chemical reactions ends with the CD-class- 
es , [79~100 ,112-114]  R eactions belong to the same CD-class if 
the same number of valence electrons is redistributed during 
the course of the reaction and thus the same C D  is covered. 

illustrates the hierarchic classification of 
chemical reactions for the example of the extrusion reaction 
21 -+ 22. The rb-subclass is represented by the bonding 
scheme 27 and the corresponding 6 x 6 intact be-matrix of 
Scheme 3. 

The classification described above does not only open new 
b ut 

also plays an important role in the computer program IGOR 
(intermediate Generation of Organic Reactions).[' 14- It 
is used to select computer-generated chemical reactions and 
to assess their degree of novelty.[88,1'71 The degree of novelty 
is determined by assigning classes and subclasses of the reac- 
tion in question and ascertaining the level of hierarchy above 
which no published reactions can be found. The higher this 
level is, the higher the degree of novelty of the reac- 
tion.18*. ' 3 *  "'I The reaction 25 - 26 of Scheme 2 was 
discovered with computer-assistance. It belongs to  the extru- 
sion reactions 21 -+ 22[1141 (see Section 4.1.4.3) that are char- 
acterized by the bond system 27, and that is contained in 
r-class 20 with 12 rb-subclasses. 

No representatives of ra-class 23 --* 24 are known. Accord- 
ingly the reaction 25+26"14~ii81 IS . novel up to the level of 
the ra-subclasses. 

Scheme 2 [ ' O 0 ,  

ways of documenting chemical reactions,r79. loo. 
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Almost twenty years ago, Brownscombe and 
reported a computer program that was capable of generating 
any elements of the rb-subclass of extrusion reactions by 
permuting the chemical elements of the core of the reaction. 
Reaction 25 -+ 26 could have already been found with that 
computer program. 

4. The Munich project 

The applications of the D U  model are not restricted to the 
design of syntheses. After the CICLOPS studyrS3] was termi- 
nated in 1974 (see Section 2.4) a comprehensive plan, the 
Munich project, was devised. Its aim was to extend and 
improve the D U  model and to exploit it in as many ways as 
possible as a formal basis for the computer-assisted solution 
of chemical problems.[' "I During its implementation, the 
Munich project was changed so much that only its basic 
ideas are left. However, it initiated the development of com- 
puter programs for the solution of chemical problems on a 
broad front. The Munich project, whose goals have nearly 
been reached, consists of the following subprojects: 

a) Improvement and extension of the D U  model, in par- 
ticular for EMS with multicenter bond systems of delocalized 
electrons. 

b) Development of a computer-oriented mathematical 
theory of stereochemistry that is able to account for the 
stereochemical aspect of chemical reactions. 

c) Development of a software infrastructure for programs 
according to d). 

d) Development of computer programs for the deductive 
solution of chemical problems. These programs should not 
only use the DU model for the generation of solutions of 
problems, but also for screening and selecting these solu- 
tions. 

e) Testing and use of programs according to d)  and im- 
provement of these programs on the basis of gathered expe- 
rience. 

f )  Experimental realization and verification of the results 
of e). 

Progress on individual steps of the Munich project has 
been described together, as far as possible, with details of the 
computer programs, which often included the source codes, 
in order to ensure reproducibility. Here we give a survey of 
the subprojects of the Munich project, in the order a)-f), 
covering its historical development and current status. 

4.1. Extension of the DU model 

For a long time neither we nor others succeeded in extend- 
ing the D U  model as planned in a). Recently, however, a 
formalism was found through which EMS with multicenter 
bonds and delocalized valence electron systems (DE sys- 
t e m ~ ) [ ~ ~ ]  can be represented. The xbe-matrix (extended be- 
matrix) of an EM corresponds to its be-matrix which is ex- 
tended by additional rows and columns. The be-matrix with 
n rows and columns refers to the localized covalent bonds 
whose formal bond orders and free valence electrons can be 
assigned to  the individual atoms. The additional rows and 
columns with the indices n + k belong to DE systems, for 

example, multicenter bond systems or delocalized x-electron 
systems. The off-diagonal entries hi,  + = h, + k. ; = 1 of the 
kth additional rows and columns indicate that the atom A; 
participates in the ( k  - n)th D E  system. The diagonal entries 
b, + k, ,) + are the numbers of valence electrons that belong to 
the (k  - n)th DE system. The xbe-matrix of x-ally1 nickel 
bromide (28)['20' may serve as an example in Scheme 4; for 
the sake of simplicity, the CH bonds and the corresponding 
entries are omitted. 

7 9 

8 10 

28 

Scheme 4. Structural formula of 28 showing numbering and the xbe-matrix 
representing it. The row and column of the DE systems are indicated by dashed 
lines. 

In analogy to the original D U  model, chemical reactions are 
represented by addition of xr-matrices[951 to the xbe-matrices. 
The 18 theorems of the D U  model are equally valid for the 
algebra of the xbe- and the xr-matrices, which is named 
the model of the chemistry of delocalized electron (DE) 
systems. 

In order to adapt this system to computers, a new data 
structure was introduced. At the moment, a reaction genera- 
tor for reactions in which D E  systems may also participate 
is being Here the particular properties of the 
D E  systems must be accounted for by formulation of suit- 
able boundary conditions. 

4.2. Computer-Oriented Formalization 
of Stereochemistry-the Theory of the 
Chemical identity Group and Accumulations 

Stereochemistry is the science of the spatial structure of 
molecules and its observable consequences. The differences in 
the formation, reactions, and properties of stereoisomers are 
the central issues of stereochemistry. Stereoselective syntheses 
belong to the most attractive current topics of organic chein- 
istry.['' Therefore, the stereochemical aspect of computer-as- 
sisted chemistry is of particular interest. The large numbers 
of combinatorial possibilities create huge amounts of data in 
solving stereochemical problems, which can only be handled 
if the mathematical structures behind the problems are fully 
recognized and exploited. It is advantageous to introduce 
some suitable new concepts and approaches for this pur- 
pose. 
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4.2.1. Tvaditional Approaches objects, but also stereochemical relations and processes be- 
tween molecular systems. 

Corey et al.[1z21 supplemented the transforms of the indi- 
vidual reactions with detailed stereochemical information. 
This approach is very cumbersome; just the treatment of the 
stereochemistry of six-membered rings requires a large pro- 
gram of its own. Wipke and Dyott[IZ31 proposed to solve 
stereochemical problems by assuming sufficiently rigid reac- 
tants that are determined by a procedure based on steric 
bulk. Hanessian et al.L1241 assign chiral starting materials to 
chiral target molecules through their program CHIRON. In 
the early stages of the Munich project the stereochemical 
features of EMS with stereogenic subunits with coordination 
numbers 1 4  were represented by parity vectors.[1251 

None of these approaches leads to a generally applicable 
method for the computer-assisted solution of stereochemical 
problems. The comprehensive computer-oriented formal 
treatment of stereochemistry requires a fundamentally dif- 
ferent approach. 

4.2.2. A Nongeometric Alternative 

In traditional stereochemistry the facts and phenomena 
are interpreted and predicted on the basis of rigid geometric 
models. Thus. stereochemistry is reduced to elementary ge- 
ometry. Molecular geometries and point group symmetries 
are drastically overemphasized. Widely applicable comput- 
er-assisted methods for the solution of stereochemical prob- 
lems. however, require a theory that treats the static and 
dynamic aspects in a uniform way. 

Many molecules are not rigid. Since their shapes vary with 
time, they are in general not adequately represented by geo- 
metric models. For instance, a t  20 "C the methyl groups in 
ethane 29 rotate around the C-C bond with a frequency of 
10' s ~ I . [ 1 z 6 . 1 2 7 1  This molecule can not be represented by a 
rigid geometric model. 

The first prerequisite for a comprehensive and uniform 
theorerical treatment of stereochemistry is that the tradi- 
tional definition of stereoisomers should be replaced by a 
definition that is also able to account for flexible stereo- 
isomers. This definition should be based on the notion of 
chemical identity (see Section 3.1) and should not refer ex- 
plicitly to any geometry. 

Permutation isomerism, as defined in 1970,r7h1 and the 
theory of the chemical identity group (CIG theory), which 
was published in 1984,1821 have played an important role in 
the formalization of stereochemistry. The CIG theory is a 
group theoretical model of the logical structure of stereo- 
chemistry that not only accounts for the energy-related and 
geometric properties of the molecules, but also includes the 
valid observation conditions. It avoids explicit reference to 
rigid geometric models and their point group symmetries. In 
contrast to  the traditional applications of group theory (see 
Section 2.3.2). the CIG theory does not only cover molecular 

4.2.3. The Basic Ideas of the CIC Theory 

A molecule can be dissected in the imagination into a 
molecular skeleton and a set of ligands. The distinct 
molecules that differ by positioning of the ligands at  the 
skeletal sites, are the permutation isomers. The set of all 
permutation isomers that can be obtained from a reference 
isomer is called a Family of permutation isomers. 

Let m be a snapshot of a molecule. The conceptual separa- 
tion of m into a molecular skeleton and a set L of ligands 
yields a reference model. The reference model belongs to  an 
isomer Xwhich serves as the reference isomer. In  contrast to 
a molecule, a model in the present sense has a fixed spatial 
orientation. The chemical identity of a molecule is indepen- 
dent of its spatial orientation. There are permutations of 
hgands that convert one model into another that belongs to 
the same molecule (see Scheme 5) .  The chemical identity of 
X i s  preserved by all permutations of ligands through which 
models of X are converted into other models of X .  for ex- 
ample, permutations that may be interpreted as rotations of 
the molecule as a whole. 

30b 1(16)(25)(34)E] \ 30a $El 

30c j(123)EI 3la ](14)E{ 

Scheme 5. Ligand permutations of 30a. the reference model of an arbitrarily 
substituted ethane molecule. 

If all ligands in the set L are distinguishable, the identity- 
preserving permutations generally form a group S(E).  This 
is the CIG of the reference isomer X that is represented by 
the model E. S ( E )  is a subgroup of the symmetric permuta- 
tion group S-vm(L) of L. The distinct permutation isomers of 
X are represented by the left cosets I S ( E )  (Jb~Sq'm(L))  of 
S ( E )  in Sym(L).[*' 

For a molecule with n hgands Sym(L) consists of n! per- 
mutations. This is the cardinality of the family of permuted 
models P(E). The maximum number of chemically distinct 
permutation isomers is n! / l  S(E)I, because all cosets have the 
samecardinality IS(E)[. The left cosets of the CIG in Sym(L) 
or any of their elements can serve as nomenclature descrip- 
tors for the permutation isomers.[761 The left coset of a CIG 
corresponds to the permutation isomer of the reference iso- 
mer, whose models are obtained from the reference model by 
ligand permutations from the CIG, followed by a permuta- 
tion from the considered left coset. 

[*]  For readers who are less famihar with mathematical concepts and symbols 
there is an appendix with brief explanations 
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Permutations are customarily written as for 
example, (123); the vector [I 231 of numbers is permuted into 
[231] by mapping 1 + 2; 2 + 3; 3 + 1. The combination 
(1  2)( 123) of the permutations (1  2) and (1 23) corresponds to 
the action of (12) on the result of (123), that is (12)(123) 
transforms [123] into 11321 and is thus equivalent to (23). 

tive 30 is converted into the model 30b by the permutation 
(16)(25)(34) of the ligands; this corresponds to a rotation by 
180" of 30a around an axis that is perpendicular to the plane 
of the paper. Note that this rotation of the model 30a does 
not superimpose the ethane skeleton onto itself, according to 
D,, point group symmetry, since the different ligands destroy 
the symmetry of the skeleton (see Chapter 3 of ref. [82]). 

@ 
For example, the reference model 30a of the ethane deriva- A? AS 

Fig .  1. Two partitions .d and .& of set M .  

from partition whose intersection with is non-empty 
[Eq. (311. 

Since the chemical identity of a molecule is independent of s V M ( , ~ ,  B)  ~ 

its spatial orientation, 30a and 30b are chemically identical. A n B * l } , A e d  
( 3 )  

The model 30c also belongs to 30 if the internal rotation 
around the C-C axis belongs to the spontaneous intramolec- 
ular motions, under the given observation conditions. This 
permutation can be represented by (1 23). 

The CIG (2) contains all ligand permutations that pre- 
serve the chemical identity of 30. The ligand permutations of 

For example, + is an element of class A, and 0 is an 
element of A , .  These elements also belong to class B, EB. All 
elements of class A ,  are equivalent to  +. The elements of class 
A,  are equivalent to 0. The elements + and 0 are also equiv- 
alent since they both belong to class B,. 

Equivalence relations are reflexive, symmetric, and transi- 
tive (D. 14 of ref. r1281). The eauivalence classes A ,  and A ,  >, 

~(300) = (0, (123), (132), (45% (4651, (123)(456), (123)(465), (132)(456), (and any further equivalence classes of d that intersect B,) 
form a single equivalence class. We have the SVM given by (4). (1 32)(465), (14)(26)(35), (1 5)(24)(36), (16)(25)(34), (2) 

(142635), (143526). (1824361, (153624), (162534). (163428)) 

S(30a) generate further models of S(30a) . 30a from any 
model that belongs to S(30a) . 30a. The ligand permutation 
(14) converts 30a into 31 a which represents a permutation 
isomer of 30. Likewise the ligand permutation (14) converts 
any model of 30 into a model of 31. They can also be ob- 
tained by any other permutation of S(30a), followed by any 
permutation of (14) . S(30a). 30 and 31 are distinct permu- 
tation isomers if the ligands 1 and 4 are distinguishable. 

In the following sections we will describe set-valued maps 
(SVM) and accumulations. These operations are very useful 
for representing permutation isomers with indistinguishable 
ligands and isomerizations which convert permutation iso- 
mers into each other. 

4.2.4. Zmplernentation and Applications of the CIG Theory 

Within the framework of the CIG theory stereochemical 
equivalence relations are represented by surjective set-valued 
maps (SVM) of permutations onto sets of permutations that 
may be unions of cosets or  Wigner ~ u b c l a s s e s [ ~ ~ ~ ~  of sub- 
groups of Sym(L).  The direct consideration of the dynamic 
aspect of stereochemistry is the most important contribution 
of the CIG theory to  the mathematical treatment of stereo- 
chemistry. 

The SVM were introduced into chemistry as a part of the 
CIG theory. They are a most versatile device for the solution 
of stereochemical problems that can be formulated as equiv- 
alence relations between permutation isomers. Such equiva- 
lence relations correspond to equivalence spaces that are 
generated by SVM. 

Let M be a set which is partitioned into equivalence classes 
in two distinct ways (Fig. 1). The SVM of a class B from the 
partition ii? yields the union of those equivalence classes 

(.nP,B3) = A l ~ A , ~ A , ~ A , ~ A , ~ A ,  (4) 

In recent years the CIG theory has been modified and ex- 
tended. It is now more suitable as a foundation for the com- 
puter-assisted solution of a great variety of stereochemical 
problems. In particular, (equivalence) accumulations[' 3 0 .  '1 

represent significant progress in practical computer-assisted 
stereochemistry . 

The CIG and its cosets form a space of equivalence classes 
in Sym(L). Since, by definition, cosets are disjoint, each coset 
can be interpreted as an equivalence class that represents a 
permutation isomer. One permutation is sufficient to repre- 
sent the whole family of permutation isomers. Thus, the 
amount of data to be processed for stereochemical problems 
is reduced to a small fraction. 

We consider a equivalence space A of molecular models 
and some independent information I about further equiva- 
lences of models, for example, from equivalences of ligands 
or interconvertibilities of models. According to the addition- 
al information I ,  there exists an equivalence space U which 
differs from A in that some of the equivalence classes of A 
merge into a single equivalence class. The information I is an 
equivalence relation corresponding to group theoretical rela- 
tions between the individual models. Within the framework 
of the CIG theory, I can be expressed by a few generating 
elements that follow directly from the chemical properties of 
the molecules. An example for such information is the coset 
space of the CIG S(30a) in Sym(L) mentioned in Sec- 
tion4.2.3: For  each coset kS(30a), iS(30a) . 30a is an 
equivalence class of chemically identical models. All pairs of 
models in the equivalence class are elements of the equiva- 
lence relation I ,  that is, for all models m, n ~ I S ( 3 0 a )  . 30a 
we have (m, n) E I. 

For a given set of models M that is partitioned according 
to the equivalence space A ,  and the information I ,  the accu- 
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mulation Acc(A, I )  is defined according to (5)-(7) (+ repre- 
sents the transitive c l ~ s u r e f ' ~ ~ ~  of a relation): 

avoided by the accumulation (12) by forming the transitive 
envelope (1 3). 

Acc(A.1): = [[.?],lm~M} 

where R =  ( I u u x u l u ~ A ) +  

and [m], = ( n ~ M l ( m , n ) ~ R }  

Ligands are considered to be equivalent, if their chemical 
interpretations are the same and their permutation does not 
affect the chemical identity of molecules. The permutations 
of equivalent ligands form the ligand equivalence group C. 
The right cosets of C in Sym(L) represent those models that 
are potentially distinct if all ligands were distinguishable, but 
are chemically identical because of the equivalence of some 
of the ligands. 

A ligand permutation that converts a reference model into 
a model of a distinct permutation isomer, followed by a 
ligand permutation from C, corresponds to a ligand permu- 
tation that belongs to  a right coset of E .  

Thus. the right coset space of C in Sym(L) also contains 
the following information: the models LE in each equiva- 
lence class C p  are mutually chemically identical. 

If this equivalence class C p  intersects with the equivalence 
classes LS(E) and oS(E) of the coset space of the CIG of E, 
permutations p and t exist such that p ~ C p n l S ( E )  and 
7 E C p  n oS( E ) .  Since p E LS(E), the model p E  is chemically 
identical to all models LS(E)E, and zE is chemically identical 
to all models aS(E)E, because T E ~ S ( E ) .  On the other hand, 
p E  and r E  are chemically identical, because p and T belong to 
the same right coset C p ,  that is the molecules that are repre- 
sented by p E  and zE are chemically identical, because models 
p E  and T E  differ only by a permutation of equivalent ligands. 

Because as an equivalence relation chemical identity is 
reflexive, symmetrical, and transitive, all models belonging 
to /?S(E)E are also chemically identical to  7 E  (because pE is 
chemically identical to  all of those models). The right coset 
C p  contains the information that all models C p E  are chemi- 
cally identical. Thus, the representatives I.S(E)E and oS(E)E 
(and all further equivalence classes <S(E)E, with [S(E)  n C p  
+ {}) of the permutation isomers that were initially consid- 
ered to  be distinguishable, merge into the class of permuted 
models described by (8). This class models represents a single 
permutation isomer. Since such SVM d o  not take into 
account the full right coset space of C, in some cases the 
results may be incomplete. A coset LS(E) can exist whose 
intersection with C p  as well as with a further right coset Co 
is non-empty. Then the SVM of C p E  does not yield the 
complete set of chemically identical models: The expression 
(9) states that the RS(E) models are chemically identical with 
all models from (10) and also with all models from (11). 

Thus, finally, a family of permutation isomers with a 
ligand set containing equivalent ligands is represented as a 
union of the double cosets C%S(E) (L€Sym(L)). In these 
cases the customary methods for the enumeration and classi- 
fication of i ~ ~ m e r ~ [ ~ ~ , ~ ~ , ~ ~ ]  must be used with caution. In 
contrast to these methods, the CIG theory also indicates 
which isomers are involved, which isomers merge into a 
single isomer due to ligand equivalences, and which chiral 
isomers in turn yield chiral isomers. 

The accumulation is a generalization of the SVM. It takes 
all of the available information Z into account to  determine 
the distinct permutation isomers. In this case this is the 
whole right coset space of C. Besides equivalence of ligands 
there are other reasons why permutation isomers that were 
initially regarded as distinguishable are to  be classified as 
chemically identical. 

Isomerizations of a permutation isomer X into a permuta- 
tion isomer of the same family that proceed via a permuta- 
tion isomer Y of a different family (see Scheme 6) are of 
particular interest. Let E and F be the reference models of X 

32a 33a 32b 

Scheme 6. The reference reaction for the generation of graphs of the Berry 
pseudorotation and the turnstile rotation. 

and Y. The reaction E+ F is used as the reference reaction, 
that is, it is assumed that any mutual interconversion be- 
tween 2 E  and LF (for all l .~Sym(L) )  is possible. When the 
permutation isomers of X are considered, the left coset 
spaces of the CIG S(E)  and S(F)  are generated. The left coset 
space of S(E)  corresponds to the distinct permutation iso- 
mers of X, as long as no isomerization takes place. The left 
coset space of S(F) in Sym(L) yields the information on the 
permutation isomers of X that are interconvertible by iso- 
merization and that can thus be viewed as chemically identi- 
cal. The procedure for determining the distinct permutation 
isomers of X under the given isomerization conditions corre- 
sponds to the procedure for the investigation of the equiva- 
lence classes of S(E)  when some of the hgands are equivalent. 

The reaction schemes (or reaction graphs) that represent 
all interconversions of permutation isomers are obtained by 

(10) the SVM of the left cosets IS (E)  and LS(F) of the two CIGs 
S ( E )  and S(F).[*'' ~, \ *  

< S ( E )  n u Tm * 1 1 s ' S ( E ) . E  (1 1) 

Accordingly, all models that belong to any one of the 
above molecules are chemically identical. Such problems are 

The generation of the graph of all Berry pseudorota- 
t i o n ~ [ ' ~ ~ l  and turnstile rotations[82. ' 3 4 ,  1351 of the family 32 
of permutation isomers from the reference reaction 3 2 a e  
32b by SVM of the left cosets of S(32a) and S(32b) may 
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serve as an illustration (Scheme6). For  this, each of the 
individual members of the family 32 are represented by a left 
coset of S(32u) and also by a left coset of S(32h). A SVM of 
the two left coset spaces is established. 

The isomerization processes involving two or more families 
of permutation isomers like 32 and 33 can be represented by 
(equivalence) accumulations, if permutation isomers with the 
same set of ligands participate in the reference reaction. 
When 32ae33a  is the reference reaction, a graph of the 
Berry pseudorotation results, in which the reactants 32 are 
connected by transition states 33 (see p. 132 of ref. [82]). 

Ligand permutations that belong to the same Wigner sub- 
class['z91 of the relevant CIG correspond to permutation 
isomerizations with analogous intramolecular motions, that 
is the same reorganization mechanism.[96, 1341 The union of 
left cosets of a CIG that intersect with a Wigner subclass of 
this CIG represent a Musher mode.[**. 13'. ' 3 7 1  The latter cor- 
responds to those permutation isomers that are formed di- 
rectly from a reference isomer by a given reorganization 
mechanism (or an equivalent mechanism). Berry pseudoro- 
tations and turnstile rotations yield equivalent results and 
thus belong to the same Musher mode. They are represented 
by the same isomerization graph (see p. 132 of ref. [82]). 

Since the result of an (equivalence) accumulation is in turn 
a space of equivalence classes the procedure of accumula- 
tions can be restarted with further information (for example 
additional ligand equivalencies or  isomerization processes). 
Finally an equivalence class space is obtained whose cardi- 
nality yields information about the number of distinct per- 
mutation isomers, and, through inclusion relations, also 
about chirality and hyperchirality." 381 

Since the accumulation algorithm is applied in steps, iso- 
merization graphs can be obtained. Thus, accumulations are 
well suited for the analysis and description of stereoselective 
reactions. If the ligands 1 and 2 as well as 3 and 4 of 32 are 
chemically equivalent, then the equivalence space (14) is sub- 
jected to a further accumulation by the right coset space of 
the ligand equivalence group (15). The result is the new 
equivalence group (1 6). 

A = Acc( (X(32a)  - 32a l iS(32h) . 3 2 b ~ j L S ( 3 2 h ) .  32b l i~Sym(L) j})  
(14) 

The graph of Berry pseudorotations/turnstile rotations 
changes accordingly (see p. 133 of ref. 1821). 

Analogously i t  is also possible to determine which stereoiso- 
mers can be formed by a ligand-preserving reaction that af- 
fects the chemical constitution of the reactants. The formation 

5Y6 

10 

34 35 36 

of one of the stereoisomers can serve as the reference reac- 
tion, and the change in chemical constitution is treated as a 
transition from one family of permutation isomers to anoth- 
er. The representation of all Diels-Alder reactions that 34 
and 35 may undergo in analogy to the reference reaction of 
Scheme 7 is an 

37 38 

39 40 

41 42 

43 (=(364) 39) 44 (=(364) 40) 

45 46 

47 (=(346) 39) 48 (=(346) 40) 

Schemc 7. The ( ~ . ~ - t r ~ ~ n . \  isomerization of alkenes. 

The applications of accumulations described above 
emphasize the wide variety of problems that can be treated 
by SVM and reaction s ~ h e m e s . [ ~ ~ . ~ ~ , ~ ' .  1241 

In addition, even the isomerizations which interconvert 
the members of two families of permutation isomers X and 
Y (with reference models E and F )  that have different sets of 
ligands can be treated by accumulations. In such cases a 
reference isomerization E$ F does not necessarily imply 
that all processes 3.ES3.F must take place. The cis-trans 
isomerizations of an alkene that proceed via an alkane may 
serve as a simple example (Scheme 8). 

It is assumed that internal rotations around the C-C axis 
of the alkane take place freely under the given observation 
conditions. It follows that the models (346)40 (= a), 
(364)40 (= 44) and 40. are interconvertible, that is, "equiva- 
lent" in the present sense. 
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The CIG S(40) contains the permutations (346) and (364). 
They belong to different left cosets of S(39). Accordingly, the 
intersections S(39) n (346)S(39), S(39) n (364)S(39), and 
(346)S(39) n (364)S(39) are empty. However, S(40) inter- 
sects with each of these left cosets of S(39): ( )E S(40) n S(39), 
(346)~S(40) n (346)S(39) and (364)~S(40) n (364)S(39). 

I t  follows that 39, (346)39 (= 47) and (364)39 (= 43) are 
chemically identical. This is certainly true for 39 and (364)39, 
because 37 can be converted into 40 by the hydration route 
39 -+ 40 + (364)40 -+ (364)39, followed by an internal rota- 
tion and subsequent formation of 41 by dehydrogenation. 

The cis-trans isomers that were initially rated as distin- 
guishable now become interconvertible and thus equivalent 
(according to the left coset space of S(39) the internal rota- 
tion about the C-C bond is not allowable in this case). 

In contrast to 3 9 e 4 0  and (364)39=(364)40 the reaction 
(346)39+(346)40 does not represent a hydrogenation/dehy- 
drogenation. Therefore, even though 46 is equivalent to 38 
and 42 it cannot be converted into 45. and (346)39$(346)40 
does not correspond to a model reaction of a hydrogenation/ 
dehydrogenation. In this case a straightforward determina- 
tion of the intersections is not suitable for establishing the 
mutual interconvertibilities. 

In the description of intermolecular relations chemical re- 
ality can be accounted for by so-called filters, which “filter” 
the feasible interconversions from the set of conceivable or 
theoretically possible interconversions l.E+ l.F(2 E S.ym(L)). 
These “allowable” individual isomerizations I.E$?.F are 
distinguished by characteristic placements of the ligands at 
the skeletal sites, which are specified as follows: In a refer- 
ence model M ligand 1 is located at the skeletal site a(M), 
ligand 2 at the skeletal site b ( M ) ,  etc. In the hydrogenation/ 
dehydrogenation of Scheme 7, the assignment of the skeletal 
sites is shown in Scheme 8, in which 39a = E and 40a = F 
are the reference models. 

390 (E) 40a (F) 

Scheme X. Labeling of skeletal sites for the isomerization of Scheme 7. 

The sjn mechanism of hydrogenation/dehydrogenation 
requires that the skeletal sites e(F) and f(F), and also e(E) 
and f(E) are occupied by H atoms. The remaining skeletal 
sites may. in principle, bear any ligands. The only condition 
is that the corresponding skeletal sites, for example, a(,?)/ 
a(Fh b(E)/b(F), must bear the same hgands. The filter for 
this isomerization is formulated in (17). 

0:  = /a(€) = a(F) A b(E) = b(F) A c ( E )  = c ( F )  A d ( E )  
(17) = d ( F )  A e (E)  = e ( F )  = H A f ( E )  = f(F) = H)  

The statement (skeletal site) = (skeletal site) expresses 
that the two specified skeletal sites must carry the same ligands 
(e.g., a ( E )  = a(F)) .  The condition (skeletal site) = (skeletal 
site) = (ligand) states that a specific ligand must be present 
(e.g., e(E) = e(F)  = H). Thus, the individual isomerizations 
E e F  and (364)E+(364)F meet the criterion of the above 
filter, whereas (346)E+(346)F does not. 

There are also isomerizations that interconnect members of 
families which do not have the same set of ligands. Let E and 
F be the reference models of the participating compounds X 
and Y. The ligand set L(E)  = {I, 2, 3,4) belongs to model E 
while L(F) = (1, 2, 3,4, 5 )  belongs to F. Evidently, the per- 
mutation (1 5 )  only acts on F, because E does not have a fifth 
ligand. Furthermore, ligand 4 may represent different chem- 
ical residues in E and F (e.g., 4(E) = Me; 4(F) = Et). There- 
fore, the chemical meaning of the permutation may differ 
depending on the model to which it is applied. In such cases 
interconvertible isomers of X and Y cannot be determined by 
intersecting the coset spaces of S(E) and S(F).  Filters must 
be employed to pick the allowable isomerizations. This is an 
advantage of accumulations[’30. l 3 ’ I  over SVM and reaction 
schemes.[**, lool The automated elucidation of relations (e.g. 
interconvertibility) between permutation isomers (which may 
belong to different families) merely according to the non-emp- 
ty intersections of equivalence classes restricts the range of ap- 
plications of reaction schemes and SVM significantly. This 
restriction is overcome by accumulations which exploit any 
relation between models in families of permutation isomers. 

For four years, we have been developing computer pro- 
grams to solve stereochemical problems on the basis of the 
present mathematical concepts.[’ 30. 1311 

4.3. The Software Infrastructure 

A suitable software infrastructure needed to be created for 
the computer programs for the deductive solution of chemical 
problems on the basis of the DU model and the CIG theory. 

4.3.1. Canonical Indexing of Atoms 

The algorithm and computer program 1401 

were developed for internal documentation. The algorithm 
CANON refers to the atomic numbers and coordination num- 
bers of atoms as well as their covalently bound neighbors. 

The principle of CANON is illustrated by a simple ex- 
ample (Scheme 9). 

c d  
0-H 

a / b  

49 

1 Atomc indices: 0: 3 b: 2 c 1 d: 3 c: 1 

1. Atomic descriptors: a: 3.2 b: 2.113 c: 123 d 3.1 e: 1.2 

2. Atomic indicea: a: 5 b 3 c: 2 d: 4 I): 1 

2. Atomic deSCriPtorS: 0: 5.3 b 3.125 c: 2.34 d 4.2 e: 1.3 

Scheme 9. An example to illustrate the principle of CANON 

CANON begins by arbitrarily labeling the atoms. In the 
example of 49, the letters a-e serve as these arbitrary labels. 
The first atomic indices are assigned by starting with 1 for 
the atom with the highest atomic number and proceding in 
order with decreasing atomic numbers (0: I ; C:2; H:3). The 
first atomic descriptors are formed from the first atomic in- 
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dices of the considered atom and in numerical order the in- 
dices of its covalently bound immediate neighbors (e.g., b :  
2.113; c: 1.23; e :  1.2). Subsequently, the order of the first 
atomic descriptors taken as decimal numbers (lexicographic 
order) is used to determine the second atomic indices (e.g., b: 
3; c:2; e :  1). The second atomic descriptors are formed 
analogously to the first atomic descriptors from the second 
atomic indices. Since the lexicographic order of the second 
atomic descriptors already corresponds to the second atomic 
indices, the latter are the final atomic indices according to 
CANON for this example. If this were not so, a further cycle 
would begin with the computation of the next atomic descrip- 
tors. If constitutionally equivalent atoms are present, any rep- 
resentative of their equivalence class can be selected arbitrar- 
ily without introducing ambiguity to the indexing procedure. 

With CANON atomic indices are unequivocally assigned to 
atoms in molecules as well as to the corresponding rows (and 
columns) of the be-matrices with due consideration of chem- 
ical constitution and constitutional symmetries. Redundan- 
cies are thereby avoided.1211 For our purposes CANON is 
superior to the Morgan algorithm that is used by the Chem- 
ical Abstracts Service.[1411 Since CANON recognizes consti- 
tutionally equivalent atoms, it is also suitable for ligand in- 
dexing in stereochemistry [140. 14’1 and for predicting the 
chemical shift patterns of N M R  spectra. When stereochemi- 
cal problems are solved with computer-assistance, CANON- 
based ligand indexing has some significant advantages over 
the system of CIP rules.[’431 In contrast to CANON, the 
system of CIP rules takes into account the formal bond or- 
ders instead of the coordination numbers of the atoms. 
CANON is simpler and unambiguous in all cases. In addi- 
tion, CIP is based on a comparison of the individual ligands 
instead of an analysis of the whole chemical constitution of 
the considered molecules. The computer program CANON 
will soon be available for interested users.[1441 

4.3.2. Recognition and Correlation of Substructures 

For the computer-assisted solution of chemical problems 
the presence or absence of certain specified substructures in 
the generated molecules is often required. Therefore, the 
substructure search algorithm CABASS[’45J based on cen- 
tral atoms and a computer program were developed. 
CABASS serves as a functional subunit in IGOR2.[”’] 

Substructure search systems, such as the DARC system of 
Dubois et al.,[146J often operate through a screening proce- 
dure and a subsequent atom-onto-atom mapping. The first 
procedures for atom-onto-atom mappings were published by 
the Chemical Abstracts Service[1471 and by S u s s e n g ~ t h . [ ’ ~ ~ ]  
In its screening procedure, the DARC system uses spherical 
fragments that are coded as byte strings and embedded in 
tree structures for storage in a data bank. The search for 
substructures exploits this tree structure. The method of 
spherical fragmentation is also used by Lynch et al.[1491 for 
the generation of screening systems for substructure search 
in  structural data files. When F r i e d r i ~ h [ ’ ~ ~ ]  analyzed the 
customary substructure search methods[146. ’I1 he found 
that they are not suitable for the correlation of molecules 
according to common substructures. This is particularly the 
case when large files of data must be analyzed, because com- 

puting time and memory space increase more steeply than a 
polynominal curve with the size of the problem.[”*1 

Recently Ihlenfeldt[’ ’31 developed a computer program for 
structure-oriented correlation of molecuies. Although this 
program is hampered by the disadvantages of the common 
procedures, it is capable of processing moderate amounts of 
data quite efficiently. 

Fortunately, the complexity of molecular graphs is gener- 
ally only moderate. Thus, it is possible to devise algorithms 
to correlate molecules through their substructures so that the 
need for memory space and computing time increases a t  worst 
polynomially (degree 15) with size and number of molecules 
that are to be considered. These algorithms are based on step- 
wise fragmentation of molecules and imbed the resulting frag- 
ments in a network of pdther-son relations which includes all 
the listed molecules. Based on this concept J. Friedrich[’ 
tested CORREL, a substructure correlation program for bi- 
lateral synthesis design. Improvements of CORREL led to 
CORREL 2,[ls41 which is more suitable for routine use. Re- 
cently, CORREL-S was employed for bilateral synthesis de- 

it is based on a selection of substructures. 
A special version of CORREL has been used for documen- 

tation and sequence matching of peptides[ls6] and is now 
being extended to include nucleotide sequences, as well as 
their correlation with peptide sequences. 

The basic design of CORREL, published[1s01 with its 
source code, stimulated the implementation of several sub- 
structure search and correlation programs of similar design 
like RESY,[’”I KOWIST,[lS8] HTSS,[ls9I S4,1151. 160J and a 
program by Klopman.[161. 16’1 The latter program as well as 
RESY and KOWIST are particularly suitable for structure- 
activity studies.“ 

Strategic Bonds and Substructures Relevant ,for Syntheses 
For bilateral synthesis design it is necessary to  find suit- 

able starting materials for the synthesis of given target 
molecules. Here the largest common substructures are used 
as a guideline. CORREL-S was developed for this pur- 

When a data bank of substructures relevant for synthesis 
is assembled, a set of rules about “breakable” bonds is re- 
quired to reduce the size of the file in a meaningful way.[1631 
To establish this set, Corey’s rules about strategic bonds were 
modified, hierarchically ordered, and provided with a termi- 
nation criterion: the procedure is terminated when all non- 
aromatic rings have been dissected. A strategic bond must 
fulfill the following criteria: 

1. The bond does not belong to a carbocyclic aromatic 
system. This does not apply to heteroarenes, which are often 
assembled in the course of a synthesis. 

2. A bond is ranked by the number of rings its rupture will 
open. The higher this number, the higher the bond’s prefer- 
ence; the number of rings is determined by CANON[1391 and 
enumerated according to the Frerejacques formula.[441 

3. If there are more than two bonds that qualify by rule 2, 
those that generate the fewest new rings are given priority. 

4. Bonds at  heteroatoms are strategic. 
5. A bond is preferred if it is exo to other rings. 
6. The bond must involve at least one carbon atom with 

more than two neighboring non-hydrogen atoms. This es- 
sentially corresponds to rule 5 when polycyclic structures are 

pose,[893 1551  
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present. However, rule 6 becomes relevant when only isolat- 
ed single rings are left over. 

7. A multiple bond is strategic. 
8. The bond is a direct o r  next neighbor to a bond accord- 

ing to rule 4 or  7. 
With these rules it is possible to process simple and com- 

plex ring systems. The preference rules help to restrict the 
number of strategic bonds and to  establish the priorities for 
bond rupture in order to reach substructures relevant for the 
synthesis in available starting materials as soon as possible. 

4.3.3. Stoichiometric Completion 
of Truncated Reaction Equations 

The co-products of the target molecule of a synthesis, its 
stoichiometric complements in the target EM, are found 
with the computer program STOECH.[1641 STOECH is 
based on a matrix formalism that was used in the elucidation 
of the reaction of the four component con- 
densation (4CC; cc-addition of iminium ions and anions to 
isocyanides, followed by secondary reactions;[’661 Ugi reac- 
tion [1671). Stoichiometric completion of truncated reaction 

is now also of interest for the systematic doc- 
umentation of chemical reactions based on their hierarchic 
classification (see Section 4.3.5). 

4.3.4. Determination of Minimal Chemical Distance 
and the Corresponding Atom-onto-Atom Mappings 

The repeated determination of the chemical distances (CDs) 
between isomeric EMS is a prerequisite for the optimization 
of reaction networks.[”. 1691 The associated atom-onto- 
atom mappings are needed in hierarchic reaction documen- 
tati0n.1’~. loo.  ’ Since the computer program PMCD[’051 for 
the approximate determination of the minima of CD, which 
is based on a heuristic “branch-and-bound” algorithm,” 701 

does not always yield satisfactory results the computer pro- 
gram PEMCD[lo6] for the exact determination of the mini- 
ma of C D  was tested. A reaction core with 16 contiguous 
reaction centers is the upper limit for the present version of 
the PEMCD. We are therefore presently developing a more 
powerful computer program as a sucessor of PEMCD. 

The C D  between EMS with up to 100 reactive centers can 
be determined with a program that was recently implement- 
ed by F ~ n t a i n . ~ ” ~ ]  This program is based on the “genetic 
algorithms”.“ Unfortunately this CD-minimization pro- 
gram does not yield all atom-onto-atom mappings that be- 
long to the minima of CD. 

4.3.5. Reaction Documentation 

In the customary commercially available reaction docu- 
mentation systems, chemical reactions are represented by 
their starting materials and products. This does not suffice to 
solve the reaction documentation problem satisfactorily.[’ 721 

Until recently ORAC[’731 outstripped the available reaction 
documentation systems, but it is unfortunately no longer 
available. Since the deficiencies of traditional reaction docu- 

mentation are known, and since reaction documentation be- 
longs to the most important, yet unsolved problems of com- 
puter chemistry, many new approaches have been mooted in 
this field.[’74. 1751 Therefore within the Munich project, a 
hierarchically ordered system has been developed [79. 21 that 
refers directly to  the processes of the chemical reactions as 
such; up to now this system has not found appreciable accep- 
tance. The main reason is that the considered reactions must 
be stoichiometrically balanced, that is, they must be repre- 
sentable as isomerizations of EMS. In the chemical literature, 
reactions are often published in truncated form, where some 
of the participating reactants are omitted and would have to 
be stoichiometrically completed. This is now possible through 
the recently published program STOECH (see Section 4.3.3). 

4.3.6. Graphic Output of Results 

Since the results of the computer-assisted deductive solu- 
tion of chemical problems are be-matrices, the graphic out- 
put program MDRAW [’ 761 was developed. This converts the 
be-matrices into the graphic constitutional formulas that are 
more familiar to chemists. ARGOS, a similar program that 
was tested by J. Bauer and E. Fontain, is part of the user 
interface of IGOR and RAIN, and it has also been used 
routinely for several years by the Beilstein Institute for the 
conversion of connectivity lists into constitutional formulas. 

4.4. The Multipurpose Programs IGOR and RAIN[*’ 

4.4.1. Formal Reaction Generators 

The fundamental equation B + R = E of the D U  model 
can be solved from a given be-matrix B by determining those 
pairs (R, E, which fulfill B + R = E under the given 
boundary conditions. We call these solutions the b-solutions. 
They are found by reaction generators (RG) of the type 
RGB.1169, 1 7 7 ,  1781 Th e equation B + R = E can also be 
solved from a given r-matrix R. These r-solutions correspond 
to  the pairs (B ,  E, for which B + R = E is fulfilled and are 
obtained by reaction generators of the type RGR.[Il4- 

The two complementary types of solutions of the equation 
B + R = E and the respective RGs correspond to the two 
basic types of computer programs for the solution of chemical 
problems on the basis of the D U  model. The centerpiece of 
the present version IGOR2[”51 of the computer program 

also became generally available; the “engine” of RAIN is an 
RGB. 

The R G  of IGOR and RAIN are guided by transition 
tables ( T T s ) . [ ~ * , ~ ~ , ” ~ . ” ~ J  A standard TT or  a TT that is 
defined by the user is assigned to each chemical element that 
is taken into account. The allowable transitions are recorded 
in these TTs (see Fig. 2). 

The computer programs IGOR and RAIN operate with 
strictly formal reaction generators, and are thus not restrict- 
ed to  the solution of a particular type of problem, such as 
retrosynthetic analysis. In combination with suitable auxil- 

IGOR[114- 1161 isan RGR,  Recently RAI”60-62.169.177.1781 

I*] IGOR and RAIN are available from the authors on request 
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Fig. 2.  Examples of transition tables. a = allowed transition. o = forbidden 
transition. 

iary programs, both IGOR and RAIN can deal with a wide 
variety of chemical problems and deserve to be called multi- 
purpose problem-solving programs. The solutions that they 
generate can belong to known chemistry, or they can be 
entirely without precedent, because these programs are inde- 
pendent of detailed empirical chemical information. 

The first TT-guided R G  (TRG) was the TRGR of IGOR, 
which solves the equation B + R = E from an r-matrix R 
and a list of the TTs of all relevant chemical elements. The 
user selects a suitable collection of TTs for each row/column 
pair of the potential solutions (B, @. The TRGR checks 
whether the entries of the TTs are compatible with R to  
provide a reduced collection of TTs, which are used to gener- 
ate the be-matrix B, row by row, column by column. From 
the rows and columns of B, R generates rows and columns of 
E. Now all row/column combinations of (B ,  E )  are verified 
through use of the TTs. The novelty of each generated pair 
(B,  E) is checked by CANON['39J in order to avoid redun- 
dancies. Subsequently the pairs of matrices are analyzed by 
CABASS['451 for forbidden or required substructures. The 
acceptable solutions are finally represented graphically on 
the screen or printed. 

IGOR's TRGR generates pairs of starting materials and 
products according to a given irreducible r-matrix R, which 
represents the redistribution of electrons (see Section 3.2.2). 
Thus, IGOR uses given "electron-pushing" patterns to "in- 
vent" chemical reactions. The r-matrices of such electron- 
pushing patterns can be produced by an independent com- 
puter program.[1791 The reactions that are generated by 
IGOR are subjected to an interactive selection procedure 
that follows the hierarchic classification system for chemical 
reactions.'' 141 

In the structure-generating mode, a zero matrix R = { }  is 
used as an r-matrix. IGOR then produces be-matrices B of 
molecules or EMS with B = E. Sets of molecules with the 
specified structural features can be obtained by restricting 

An RGB generates all EMS into which a given EM is direct- 
ly convertible. Since an RGB may also use - R instead of R. 
it can also generate the EMS from which the input EM can 
be obtained. When incorporated into a retrosynthetic pro- 
gram, an RGB can play the same role as a reaction library in 
combination with a structure-perceiving module, that is, the 
RGB finds the precursors of a given target molecule and 
their precursors, etc. 

A TRGB operates in two steps: the first step is to deter- 
mine the allowable valence schemes of those chemical ele- 
ments that are assigned to the rows and columns of E. They 

IGOR's output,[l 14. 1 7 7 .  180. 1811 

are obtained from the rows and columns of B through the 
TT. Subsequently, all Es are generated that fulfill B i R = E 
under the given boundary conditions. 

RAIN'S TRGB16'. 6 3 ,  1781 generates isomeric EMS from an 
EM, that is represented by its be-matrix B. The isomeric 
EMS correspond to the products that can be directly formed 
from EM,, or to starting materials for the EM,. RAIN is 
capable of simultaneously generating two trees of successive 
chemical reactions that consist of sequences of isomeric 
EMS. The "geometric" properties of the family of all isomer- 
ic EMS are exploited to direct the trees so that they grow 
from EM, and EM, and meet as soon as possible to form a 
contiguous network of reaction pathways; this bilateral gen- 
erating process guides each reaction pathway to meet by 
checking the CD of the intermediate E M S [ ~ ' ~ ' ~ ~ ~  182.  1 8 3 J  

and is terminated as soon as an EM is reached from both 
sides. Thus, RAIN produces reaction networks that connect 
isomeric E M s . ' ~ ' . ~ ~ ,  177.  lB4. 1s51 By interactively specifying 
the lower and upper bounds and other characteristics of the 
reaction pathways (number and structural features of the 
intermediates, number of redistributed electrons per reaction 
step, etc.), the user can determine the nature of the net- 
work.["' Depending on whether only the valence schemes of 
stable compounds are admitted, o r  also those of unstable 
intermediates, the networks that are generated contain only 
stable molecules or also short-lived intermediates. 

Accordingly, RAIN may be used for mono- and bilateral 
synthesis design,[84, ". 891 for planning and predicting reac- 
tions, and also for the elucidation of biosyntheses and com- 
plex reaction mechanisms (see Section 4.4.4). 

Recently, Valdes-Perez[1861 presented the system 
MECHEM that is capable of generating networks of reac- 
tion pathways by symbolic computation. However, the latter 
program can only take empirical formulas into account, and 
not constitutional formulas. 

4.4.2. Structure Generation by IGOR and RAIN 

In their structure-generating modes, IGOR and RAIN 
produce all constitutional formulas that meet the specified 
conditions. Thus, for instance, all 23 EMS with the formula 
(CH), and all 18 1,3-dip0les['~~J of the elements C, N, and 
0 are generated.[1141 In order to demonstrate how the num- 
ber of isomers increases when the C and H atoms of hydro- 
carbons are partially replaced by heteroatoms, the number 
of constitutional formulas of compounds with the empirical 
formula C2H2N202 (nonionic; no triple bonds or cumulated 
double bonds in rings; ammonium or iminium N +  or amide 
N ~ and 0 ~ allowable as electronically charged atoms) were 
enumerated by IGOR and RAIN. Both programs found 
1806 EMS, whereas there are only six hydrocarbons C4H4. 
When these molecules are generated by RAIN, the network 
of all constitutional isomers was generated from two atoms of 
each of the elements C, H, N, and 0. For comparison nonion- 
ic C 2 H 2 N 2 0 ,  isomers were also generated that have a five- 
membered ring and formally one positive and one negative 
electrical charge. Sydnone 50 and 51 of its analogues result. 

At present the customary reagents for the synthesis of 
oligonucleotides are derivatives of phosphorous acid [ 1 8 8 1  be- 
cause, in general, the alternative phosphoric acid derivatives 
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d o  not react sufficiently quickly with nucleoside derivatives. 
However, five-membered cyclic phosphoric acid derivatives 
react 1 05-107 times faster with nucleophiles or apicophiles 
than their acyclic  analogue^.[^^^^ '"1 Si nce 1973, the research 
groups of F. Ramirez and I. Ugi endeavoured to exploit this 
fact for syntheses by attempting to develop highly reactive 
five-membered phosphorylating reagents based on P" for 
oligonucleotide syntheses." 911 These reagents would have 
some advantages over customary Pi" reagents.~'yz~ 

After some initial success[1931 the development stagnated, 
mainly because new ideas were lacking. Only after Ugi et 
a l . ~ ' n f ) J  decided to review all of the candidate P" compounds 
as defined by 51 a and 51 b with the aid of IGOR was pro- 
gress again rapid. 

3 fi 5 1 b  \ 1; 
/\ 

- '\, 
\ 7 5 1 ~  

The following atoms were admitted for 51 a:  1 = P; 

8, 9 = C, C1. N, 0, S. H atoms are placed according to va- 
lence rules. The covalent bonds are distributed as indicated 
by 51 b: a double bond; b, c, d:  single bond; e, f, g: single or 
double bond; h, i :  single or  no bond. IGOR found 278 for- 
mulas 51 that complied with the restricting definitions.[lRol 

2 = 0 ;  3 = X ;  4,5 = 0, N, S; 6 = C, N,  0, S; 7 = spZ-C; 

/H\ /H\ /H\ 
H - H i  W-Mi W-BH I#-H 

\ / \ / 

H\BH.H. m lH 

\ / 
\ / 

HB-H H-BH 

H/EH-HOm\H 

Five of these candidates were chosen to be investigated ex- 
perimentally.[194' Already, two promising phosphorylating 
reagents, 52['921 and 53,[1951 have resulted from these studies. 

CI 0 

/ p\N A S0,Me 
\ // 

53 (X = 0,s) M 
Lipscomb used the rules that he had established for the 

structure of boron hydrides to postulate structure 54 for 
B,H,, , containing open (a) and closed three-center bonds 
(b).[l9'] Recent N M R  data indicate that two kinds of B 
atoms (based on first-sphere neighbors) are present.['971 The 
formulas of Figure 3 generated by RAIN for B,H,, agree 
with the observations. 

Computer-assisted structure elucidation a la DENDRAL 
employing analytical data is a particularly promising appli- 
cation of IGOR and RAIN. The experimental evidence can 
be used as restricting conditions when molecular structures 
are generated. All constitutional formulas that are compat- 
ible with the measured data are obtained. 

The graph theoretical representation of chemical constitu- 
tion has already been successful within the DENDRAL pro- 

H H 

H H 

U H 
/ 

/H - BH 
H-Bti 

HB-H 

H/ W-H/ 
U 

Fig. 3. Proposed structures of B,H,, generated with RAIN 
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ject as a mathematical foundation of the computer programs 
CONGEN1'98] and GENOA,[Ig9I and also later in the 
comparable programs RASTR,''Oo1 MOLGRAPH,IZo'l 
ESSESA,[20Z1 and GEN,[2031 which generate families of con- 
stitutional formulas. GENOA was the first functioning pro- 
gram within this category. The computer-assisted elucida- 
tion of chemical constitution of walburganal55 with the aid 
of GENOA is one of the most impressive applications of 
DENDRAL.rZ4] 

CHO 

PCHO 55 

RAIN and GENOA generate the same set of 42 constitu- 
tional formulas, when the empirical formula C ,  5H,,0, of 
walburganal 55 and the substructures that are required or 
forbidden by the spectroscopic data are input. A substance 
with the empirical formula C,,H,,N,O,S results from the 
reaction of ethyl b-aminocrotonate 56 and r-mercaptoiso- 
butyraldehyde 57 with tevt-butyl isocyanide 58.12041 

56 57 50 

Me Me O H  
I I I1 I 

I I I 
Me - C- N - C S - C - C - H C- C- C - Me 

Me Me 

59 60 61 

Assuming that the substructures 59-61 in the starting ma- 
terials are also present in the product, RAIN proposes the 
constitutional formulas of Figure 4. 

:&- 0 - 

Fig. 4. Structures generated by RAIN as proposed products of reaction (18). 

220 

During routine runs, RAIN automatically recognizes the 
chemical equivalence of prototropic tautomers and resonance 
structures. For example, the tautomers and resonance struc- 
tures of Figure 5 are obtained for the nucleobase cytosine. 

Fig. 5. The tautomers and resonance structures generated by RAIN for 
cytosine. 

4.4.3. Generating Reactions with IGOR 

Recently, Barton [*05J published a very remarkable article 
on the systematic search for new reactions without comput- 
er-assistance. In this section the computer-assisted discovery 
of new reactions is described. 

About ten years ago, R. Herges was given the task-as a 
part of his doctoral thesis-to find unprecedented reactions 
with the aid of the computer program IGOR,r"61 which was 
then still under development, and to verify these reactions in 
the laboratory. The experience and suggestions gathered in the 
course of the investigations substantially improved the effi- 
ciency and user-friendliness of IGOR. 

One of the results was that the chemist's participation 
varies Computers only gave the inspiration for 
the development of cycloadditions of homodiene~.[~~'1 The 
systematic investigation of the r-class of the pericyclic 6-cen- 
ter &electron reactions demonstrated that in this 6,6 r-class 
of 13 basis reactions, only 25 + 26 with C atoms in the core 
of the reaction had not been studied much, although it was 
plausible. The reaction 62 + 63 + 64 was selected as an ex- 
ample according to heuristic criteria (ring strain, polariza- 
tion, molecular geometry, etc.); this reaction succeeded in 
the laboratory.[114. * I 8 ]  

62 63 64 

In this context, our experience was that it is very difficult 
to  ensure the unprecedentedness of a reaction in terms of the 
chemical literature. The data banks of molecular structures 
(CAS online, Beilstein online, etc.), which contain data on 
almost all compounds that have ever been synthesized, are 
easy to  research. The commercially available data banks of 
chemical reactions, however, are not sufficiently structured 
and far from complete, and precedence must be determined 
by searching for all potential starting materials and products 
of the considered reaction. 
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H. Prinzbach informed us that Fowler[2081 carried out the 
cycloaddition of N-methylcarbonylhomopyrrole 65 to di- 
methyl acetylenedicarboxylate in 1971. This reaction is relat- 
ed to 62 + 63 + 64 because the reactants 62 and 65 are sim- 
ilar. We had overlooked this reaction. 

The extrusion reaction 25 + 26 (Scheme 2) is a further ex- 
ample of an experimentally verified reaction that was found 
by IGOR through the hierarchic classification system of 
chemical reactions. Hydrogen was chosen as  the group to  be 
transferred, since hydrogen transfer reactions generally pro- 
ceed with particular ease; a carbonyl oxygen atom appeared 
to be favorable as an spz center. All other reactive centres of 
25 -+ 26 were allowed to be C or  0. Furthermore, the chem- 
ically meaningful condition was introduced that the extrud- 
ed molecule must be CO,. This led to four types of reactions, 
of which three were already known. One, however, was not, 
namely the pyrolysis of a-formyloxy ketones 25 to  26. Three 
examples of this reaction were successfully carried out in the 
laboratory["4. l l S 1  (see Scheme 2). 

This reaction is of moderate novelty, because the rb-sub- 
class of the extrusion reactions was put in. Accordingly, a t  
best, a further extrusion reaction could be discovered as a 
"new" reaction. Nevertheless, reaction 25 -+ 26 is still inter- 
esting. novel, and even of preparative value. In the synthesis 
of cyclic ketones by acyloin condensation[2091 it is superior 
to the customary reduction of acyloins by Zn/HC1.[Z1ol Obvi- 
ously, the above reaction could also have been found with- 
out computer-assistance, but it is interesting and surprising 
that an probable reaction in the intensively studied field of 
extrusion reactions had been overlooked. This demonstrates 
that the systematic search for new reactions is more success- 
ful with computer-assistance than without. 

There are many conceivable reactions from the CD-class 8 
(see Section 3.2.2) that are novel up to the level of the ra-sub- 
classes." 141 Some years ago, a systematic search for pericyclic 
reactions whose basic reactions are without precedence was 
conducted with IGOR. The CD-class 20 (reactions with five 
redistributed electrons) was the first in which a new experi- 
mentally realizable pericyclic reaction was found[88, "'1 
(65 + 66 + 67). 

I-C1U55 

Scheme 10. Pericyclic 7-center, %electron reactions 

valence schemes 

(Scheme 11) are suitable for the synthesis of 1,3-dienes (a 
butadiene fragment is produced in these cases). 

6 

w 
Scheme 11. Potential reactions for the synthesis of 1,3-dienes according to 
Scheme 10. The arrow in a) indicates an atom possessing a lone pair ofelectrons 
(symbolized by a short line). 

Only reaction a) is known through some variants involving 
heteroatoms. One example is the reduction of 1 ,Cdichloro- 
2-butene with Zn. To our knowledge, the basis reactions b) 
and c) have not been published. The variant 68 -+ 69 of basis 

68 69 

reaction b) was carried out recently, and yields 40% of buta- 
diene in the gaseous phase at  0.40 Torr and 350 "C. It is not 
useful for syntheses, but is a novel type of 1,4-elimination. 

The example 70 -+ 71 [ 2 1 2 1  was verified as a representative 
of c). 

CO,Me 

Tos 
I 

" . /NH 

I I  
N HN 

65 66 67 

Further reactions found through IGOR are a carbene re- 
and a method for the synthesis of iso- 

cyanides containing electron-withdrawing groups.[2061 
Besides systematic screening ofclasses of reactions for new 

reactions, a systematic search can be conducted for reactions 
that may be used for the synthesis of a given class of com- 
pounds. Herges and Hoock[z12. scanned the 7-center, 
8-electron pericyclic reactions for syntheses of 1,3-dienes. 
The restrictions were given in the irreducible r-matrix and 
the valence schemes of the participating atoms (Scheme 10). 

Of a total of 72 basic reactions generated (when triple bonds 
are admitted 470 basic reactions are generated), only three 

70 71 

Not only pericyclic reactions can be generated in this way, 
but also reactions from other areas of organic chemistry. This 
can be seen in the example in Scheme 12 of a search for a novel 
carbene 

The first four basis reactions of Scheme 13 are illustrated 
in published examples. The fragmentations of cyclopropyl 
and 2-cyclopropyl carbene (a and b) have been thoroughly 
investigated.[215*2161 Also, reactions of carbenes with strained 
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Scheme 12. Carbene reactions. 

three-membered rings (c) 12171 and the carbene rearrange- 
ment (d)[”*] are already known. HergesC2l4’ experimentally 
realized the unprecedented basis reaction (c) for two differ- 
ent carbene precursors (72 + 73 + 74 --+ 75; 76-77). 

Scheme 13. Potential carbene reactions. Lone pairs of electrons are symbolized 
by short lines. 

Recently, using IGOR2, Fisher, Juarez-Brambila, Goralski, 
Wipke, and Singaram[2191 found and experimentally verified 
a novel rearrangement of a-aminoalkylboranes to the corre- 
sponding 8-dialkylaminomonoalkylboranes. 

72 73 74 75 

H 

A 
_c 

Ph CH-N-@-Tos Ph Ph 

76 77 

4.4.4. Generation of Reaction Networks with RAIN 

In the summer of 1982, a reaction mechanisms contest took 
place at  the University of California a t  Los Angeles. The 
topic of this contest was the proposal of a plausible reaction 
mechanism for the newly published Streith-Defoin reaction 
78 + 79 + 80. 

78 79 80 

M. Jung, who organized the contest, asked I. Ugi to make 
some computer-generated proposals for the mechanism of 
for the Streith-Defoin reaction. We succeeded only after 
RAIN was available.[z1. 60.  631 The Streith-Defoin reac- 
fiOn[220.2211 played an important role as a “fitness bicycle” 
in the development of RAIN. The network that RAIN gen- 
erates under suitably chosen boundary con- 
tains the four best proposals of that contest; one of these 
corresponds to the reaction mechanism that has since been 

the thiazole 
synthesis by H a n t ~ c h , ~ ’ ~ ~ ~  and the Favorskii rearrange- 
ment[2241 belong to the first applications of RAIN. Initially, 
a surprisingly large network of conceivable reaction mecha- 
nisms was found for the Favorskii rearrangement--1 16 in- 
termediates at six levels and 43 intermediates at its “widest” 
level. Besides the published reaction m e ~ h a n i s m , [ ~ ~ ~ 1  this 
network contained many other mechanisms that are compat- 
ible with the known experimental results. When a suitable set 
of restrictions is input to the present version of RAIN, it 
generates a single reaction mechanism for the Favorskii re- 
arrangement- the published one. 

RAIN finds only one reaction mechanism for the re- 
arrangement of benzocyclobutene 81 into isochroman 8416’] 
that was studied by Kametani et al.[2z51 The intermediates 
were 82 and 83. 

Ried and Dietrich’s indazole 

81 82 

83 84 

Recently the mechanism of an undesirable side reaction of 
the four component condensation was 
RAIN.[184~18sJ The formation of 89 and 

NHz 
I 

Ph - COOH + Fc - CH - tBu + Me,CH-CHO 

87 

t 
85 

CHMe, 
I 

elucidated with 
the malonamide 

+ 2 CN-tOct 

88 

Ph - CO-N - CH - CO - NH - tOct + Ph - CO- N - bH - CO - NH - tOct 
I 

Fc - CH - t8u  
I 

Fc - CH - t Ru 

89 90 

Fc: Ferrocenyl tOck tau-CH,-CMe, 
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derivative 90 from 85-88 served as a model reaction. Exper- 
imental evidence in combination with suggestions from 
RAIN leads to  the assumption that 90 is formed by the 
reaction mechanism depicted in Scheme 14 via the interme- 
diates 91 -98. 

0-0 0-08 
I I  

I 
I 

I 
Me& - CH 86 Me C-CH Me& - CH 

+ - - c  NH - 
87 Fc-CH-tBu 

I;* 85.88 
NH - NH d 

z - I  0, 

I 
Fc-CH-tBu Fc-CH-tBu 

I 

91 92 93 

0-OH 0-CO-Ph 0 -0-CO- Ph 
I , 

M&- CH-&= N -tact Me&-CH-CO-NH-fOct 
- Me,C=O ___, I - NH 

I 
NH 
I 

FC - CH - tBu 

94 

I 96 
Fc - CH- tBu 

95 

0 - CO- Ph 

0-CO- Ph C N - tOct 

CH-CO-NH -fOct 

NH 

Fc - CH - IBu 

I 
88 I 

I 

CH - CO- NH - tOct 
I 
I 
I 

- 90 _c NH 

Fc - CH- tBu 

97 98 

Scheme 14. Mechanism for the formation of 90 

The elucidation of the mechanism of the hypothetical pre- 
biotic synthesis of adenine from five molecules of hydrogen 
cyanide[z261 is still open-ended, since the experimental evi- 
dence is not enough to  decide which of the conceivable mech- 
anistic alternatives proposed by RAIN is valid. 

5. Perspectives 

Nowadays computers belong to the standard instrumenta- 
tion of chemical research, and it is safe to predict that com- 
puters will increasingly contribute to progress in chemistry in 
ever more diverse ways. The importance of numerical appli- 
cations in chemistry, in particular in quantum chemistry and 
chemometrics but also in the planning, executing, and evalu- 
ating of measurements and in molecular modeling, will con- 
tinue to soar. The use of computers in the documentation of 
chemistry-related data and information will develop vigor- 
ously in volume and efficiency. 

It is foreseeable that computer programs for the direct 
solution of chemical problems will become routine in chem- 
ical research. In this context, formal algorithms will play an 
increasingly important role, even in expert systems that rely 
on stored detailed information. Empirical data will primarily 
be used for comparison with the results of computer pro- 
grams that operate on a formal basis. 

As a consequence of inquisitiveness of the potential users, 
computer programs with innovative capabilities will be pre- 
ferred if the offered software has a convenient user interface 
and is suitable for widely available hardware. It is also im- 
portant that such programs operate in an interactive mode, 
because an intelligent and experienced user wants to partici- 

pate in the problem-solving process. With the aid of a suitable 
computer program it is, in principle, possible to generate all 
the conceivable solutions of a given chemical problem, in- 
cluding the most imaginative ones, but these solutions are 
worthless if they are hidden under enormous amounts of 
insignificant data; the meaningful and nonarbitrary selec- 
tion of  the solutions cannot be accomplished without the 
participation of a qualified user. The computer is able to 
provide assistance in arriving at  new chemical ideas, but 
chemists must recognize their value and select them from a 
large number of conceivable alternatives. Thus, innovation 
may switch from the generation of proposals to their evalu- 
ation and selection, but new chemistry cannot be produced 
without the participation of human creativity. Progress in 
computer chemistry is based on new insights, ways of rea- 
soning, formalisms, algorithms, software techniques, and 
also advances in computer hardware. Since the development 
of computers is still vigorous, it is too early to evaluate the 
future importance of single projects and tendencies. Much of 
what now looks impressive will be forgotten tomorrow. and 
what now seems to be excentric or irrelevant may turn out to 
be the beginning of a useful and important development. 
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Mathematical Concepts and Notations 
Boolean Algebra (let a and b be Boolean values) 

IB 
A 

V 

9 

set of Boolean values (0, L) 
conjunction (logical and): connective A : IB x IB + IB 
according to the table 

inclusive disjunction (logical or): connective v : 
IB x IB + IB according to the table $$ 
implication (a*b: “if a then b”): connective =>: 
B x B + IB according to the Table 

equivalence ( a o b :  “a is equivalent to b”, “a has the 
same value as  b”): connective 9: IB x IB -+ IB accord- 
ing to the Table 
o / O / t  

negation (logical not): 1: IB-IB with i(0) = L and 
1(L) = 0. 
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Quantijkrs 

3 
V 

existential quantifier (“there exists a t  least one . . .”) 
universal quantifier (“for all . . .”) 

Sets (let A ,  B, M and N be sets) 

E 

n 

m E M  signifies that m is an element of M .  

The intersection A n B of two sets contains the elements 
that belong to both sets A and B. 

u The union A u B  of two sets A and B contains those ele- 
ments that belong either to A or  to B. 

The difference A\B of two sets A and B contains those 
elements of A that d o  not belong to B. 

The set of all objects. for which the predicate P holds. For 
example, the expression i n :  n = 2m;  EN} describes the 
set of all even natural numbers 
Cardinality: the number of elements in a set ikf 
The set of all ordered pairs (m, n) that can be formed from 
the elements m~ M and n E  N of two sets M and N .  

The union of all sets A that belong to the family of 
sets .d and have a nonempty intersection with the 
set B. 

\ 

{ m :  P(m)) 

I MI 
M x N  

S V M ( d ,  B)  = U A  
A i i 5 f l l . A r . d  

Relations, Mappings 

binary relation A binary relation R associates pairwise the elements of two 
sets X and Y.  Accordingly, R is the set of ordered pairs 
X x Y ,  expressed by (.u. y ) ~  R. or  in infix terminology: SRJ. 
A binary relation R may be defined by a predicate P that is 
valid for all pairs R = ((I,?-)EXX Y :  P(.r.T)i; otherwise 
all pairs are stated explicitly. 

The transitive closure R’ of a (bmary) relation R is defined 
as follows: 
(1) ( u , h ) t R - ( u , h ) ~ R +  
(2) (a. h ) t R ’  A (h, c ) ~ R * ( a .  C)EIP+ 
(3) R‘ contains only what follows from (1) and (2). 

transitive closure 

R’ is the smallest transitive relation that comprises R. 

Special case of a binary relation R s X x Y for which the 
sets X and Yare identical and which is also endowed with 
the following three properties: 
(1) reflexivity: V ’ I E X .  xR.v (1.e. each element is in relation 

with itself). 
(2) symmetry: Va,ycX: s R y 3 j R s  (i.e. a relation be- 

tween elements I and y implies a relation between y and 
.v) . 

(3) transitivity: V.v.y. : E X :  .rR), A yRr*.xRz (i.e. if there 
is a relation between I and I,. and between r a n d  z .  then 
there is also a relation between .v and r). 

Due to the symmetry of an equivalence relation R on X ,  
for some pair (x. y ) ~  R. the phrase “.I- has a relation R to y” 
is generally replaced by ”.Y and y have a relation R”; for any 
.x the set [.x] = {y: X R V )  is the equivalence class of I with 
regard to R. For r the equivalence class [r] is either identical 
with [I] if ZE[I], or the equivalence classes are disjoint (i.e. 
without common elements). The partition :[.v]: .YE X i  of X 
that is induced by the set of all equivalence classes is called 
a space of equivalence classes or  a quotient set. 
The equivalence class of m with regard to the equivalence 
relation R, that is. all elements that are equivalent to m 
according to the property that is represented by R. Whenev- 
er i t  is necessary to declare the equivalence of some permut- 
ed models within a family with regard to a given property, 
the equivalence relations are of interest in the theory of the 
CIG. 
In  the present article permutations are denoted by lower- 
case Greek letters. A permutation o f n  elements is a bijective 
map i: L - L  of a set L onto itself. A permutation 
;.(/J = /b ,  ;.(ih) = / c , .  . ., i(/J = /, can be written in cycle no- 
tation as (/Jb.. ./,). All further elements C EL\\{/^. /b,. . . ./,} 
are mapped to themselves by i .  

equivalence 
relation 

permutations 

A group G = ( M ,  e) consists o f a  set M and an operation 
in M with the following properties: 
(1) closure: The combination of any two elements a, he M 

yields again an element of M .  
(2) associativity: For all elements a, h, c + M  we have 

a (h  c )  = (u  6) “. 

(3) existence ofan  identity element: There exists an identi- 
ty element e t M  such that we have for all elements 
U E M :  a e e  = emu = a 

(4) existence of an inverse element: For any element a t  M 
there exists an element a I such that: u e a  ’ = 

u I e u  = e 
In the context of a group the operation symbol is 

omitted and one writes “ah” instead of ”a  h”. The cardi- 
nality of a group is also called its order. A subgroup of the 
group G = ( M ,  e) is a group U = ( N .  e) with N i M .  

coset The set aU that belongs to an element U E G  is called a left 
coset of U:  it comprises all elements aa with U E  U. If the 
multiplication by a takes place from the right hand side, the 
right coset ( /a result. If the direction of the multiplication 
follows from the context or is irrelevant, the term coset is 
used. The set of the (left/nght) cosets of the subgroup U in 
the group G form a (Ieftjright) coset space. A coset space of 
U in G is a partitioning of G .  Any coset space is a space of 
equivalence classes. 
A minimal set Twith the property TU = G is called a com- 
plete left transversal of U in G, and analogously as a com- 
plete right transversal, if U T  = G. If it follows from the 
context whether a left or right transversal is meant, the term 
transversal or system of representatives is used. If U is non- 
trivial-that is, U does not only contain the identity 
element -the transversal is ambiguous. The complete 
transversal of U in G contains precisely one representative 
from each coset of U in G .  Any element of a coset may serve 
as its representative. The term leading elements of cosets is 
often used for representatives. 
In order to define a group G, it suffices to specify the nature 
of the group operation and a few elements that, together 
with their inverses. can be combined to yield G. The latter 
elements are called the generators of the group G. If the 
elements of a group are permutations, the term permuta- 
tion group is used. The set P of all permutations on a set L 
of n symbols, together with the consecutive execution of 
permutations as the group operation e. form a group 
Sym(L) = ( P ,  *) with n !  permutations; it is called the sym- 
metric group of degree n.  Often it is not relevant which 
elements of L are permuted, but how many. Thus one writes 
S, , ,  instead of Sym(L). In the theory of the CIG, permuta- 
tion group have direct applications. Any family of permut- 
ed models P ( E )  with a set of ligands L is isomorphic to the 
symmetric group Sym(L). since the action of distinct per- 
mutations from Sym(L) on the reference model E leads to 
distinct models in P(E);  any model from P ( E )  can be ob- 
tained by the action of a permutation of Sym(L) on the 
reference model 
ForE.tC theproduct j .UK’ iscalled the(;.-)conjugateof 
L! in G. The conjugate of a group is itself a group. For p E G. 
the set {; . / t i  ’ . ;.E U )  is called a Wigner subclass of U in G. 
The set { [ ) ,pJ .  ’: ~ E U ] :  P E G }  of the Wigner subclasses 
forms a space of equivalence classes of G. 
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