Modeling and Forecasting of Air Pollution with Particulate Matter PM2.5 Depending on Weather Conditions in Urban Areas - A Case Study from Plovdiv, Bulgaria
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Abstract. One of the main global environmental issues with direct impact on public health is preserving clean air in urban areas. The latest report by the European Environment Agency details the progress made towards meeting the air quality standards comparing it against the official requirements set out in EU directives. The objective of this scientific study is to model air pollution in the city of Plovdiv with fine particulate matter smaller than 2.5 micrograms per cubic meter (PM2.5). A CART method is used and based on best results obtained forecasts are made for future particulate matter pollution for 2 days ahead. Data from actual measurements taken between 1 February 2014 and 30 June 2019 and data from meteorological measurements are used. This study is an alternative to the official reports by the Regional Inspectorate of Environment and Water for the city of Plovdiv, which enables forecasting future pollution and its prevention.
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Introduction

Air pollution is a serious issue relevant to many European countries. According to the latest report by the European Environment Agency (EEA, 2019), progress has been made in achieving legal requirements on air quality. The most harmful air pollutants are fine particulate matter up to 10 microns in diameter (PM10) and up to 2.5 microns (PM2.5). The two types of pollutants cause severe respiratory diseases, lung damage, allergies, etc. Smaller particulate matter PM2.5 make their way directly to lung alveoli and cause diseases such as cancer, heart disease, etc. The main source of harmful particles are the burning of solid fuels by households and large factories, gases emitted by motor vehicles, especially diesel engines, etc. It has been proven through epidemiological and toxicological studies that particulate matter are harmful to human health. For this reason, it is necessary to monitor concentration levels and to take the necessary measures to meet EU requirements and to eliminate any violations.

There are numerous scientific studies about the impact of harmful emission on human health, as well as studies on mortality related to these problematic pollutants (Herman et al., 2020; Maji et al., 2017; Cox et al., 2013).

The environmental issue of air pollution is subject to studies around the world. The goals of the researchers include finding
pollution sources, namely (Saraga et al., 2019; Ehsanzadeh et al., 2016). The Box-Jenkins method has been used to build stochastic models (Jian et al., 2012), which consider the influence of meteorological factors on PM2.5 and PM10 emissions. Various types of methods are used to study air quality through modeling using artificial neural networks, CART, fuzzy sets and others (Ivanov & Gocheva-Ilieva, 2013; Prakash et al., 2011).

In the past decade, urban air pollution in Bulgaria has been a serious problem. Constant control and monitoring of harmful emissions is performed by the National Environment Agency. Plovdiv and Sofia are among the cities with relatively high levels of PM10 pollution in Europe in recent years (WHO, 2015). In Bulgaria, there is relatively little scientific literature to analyze the condition of atmospheric air in urban environments (Gocheva-Ilieva & Ivanov, 2019; Gocheva-Ilieva et al., 2019; Veleva & Zheleva, 2018).

The main objective of this paper is to study the dependence of PM2.5 concentration on meteorological conditions by building CART models to be used as the basis of short-term air pollution forecasts. The proposed approach can be an independent corrective to aid local governments and communities in warning about exceeded permissible limits for fine particulate matter.

**Material and Methods**

**Study area.** The city of Plovdiv is the second largest city in Bulgaria after the capital Sofia. Its population is around 350,000 people. It is situated along the two banks of the Maritza river. The climate in the city is transitional-continental with an average annual temperature of 12.3 °C. The average annual relative air humidity is 73%, which is highest in December. During the cold months there are often fogs. Plovdiv is a city with weak winds and low altitude.

**Data and initial statistical processing.** The analysis performed on the state of air in the city of Plovdiv is based on actual measurements by an automated measuring station “Kamenitza” located in the city center. The station is located in a predominantly residential area with moderate vehicle traffic. The data used for the scientific study are average daily measurements of the PM2.5 pollutant over a period of about 5 and a half years – from 1 February 2014 to 30 June 2019. This paper also utilizes measurement data for 8 meteorological indicators; these are: minimum average daily temperature (minT, °C), maximum average daily temperature (maxT, °C), wind speed (wind_speed, km/h), wind direction (wind_direction, rad(WDI)), precipitation (precip, %), air humidity (humidity, %), atmospheric pressure (pressure, mb) and cloud cover (cloud_cover, %). In order to account for the periodic nature of the variable wind_direction, it is transformed using the formula for WDI:

\[ WDI = 1 + \sin\left|\text{wind\_direction} + \pi \frac{k}{(k-1)}\right|, \]

where \(k\) is the number of different wind directions and in this case \(k=16\).

The autoregression variables of PM2.5, minT, maxT and wind_speed are used to build the models. They are denoted respectively by PM2.5 <1> - these are the fine particulate matter concentrations measured on the previous day, minT<1>, minT<2> - values of the minimum temperature measured on the previous day and two days before, maxT<1> - maximum average daily temperature on the previous day and wind_speed<1> - wind speed on the previous day. Since the dependent variable is a time series, variables taking into account time are also added - month and month_day.

**CART Method.** CART (Classification And Regression Trees) method was developed in 1984 in a monograph (Breiman et al., 1984). The method is actively used in almost all scientific fields for the classification and investigation of
dependencies. With a quantitative type variable $y$ and independent predictors $X = (X_1, X_2, ..., X_p)$, the CART algorithm builds a binary tree structure for the observations by splitting the multivariate case space into non-intersecting regions. Starting from the root of the tree, which contains all cases, at each step, the cases are split into two upon satisfying a preset rule of the type $x_k \leq \theta_{k,i}$. If the rule is met, the cases are classified in a left child node of the current node, and the rest – into the right child node. The process of growing the tree is ceased according to criteria specified by the researcher, for example minimum number of cases in a parent node $(m_1)$ and in a child node $(m_2)$, depth of the tree, etc (Izenman, 2008; Steinberg & Colla, 1995).

The model $\hat{y}$ can be written down as:

$$\hat{y}(X) = \sum_{i=1}^{m} \frac{1}{|\mathcal{X} \in \mathcal{T}_i|} \hat{y}_i |_{\mathcal{X} \in \mathcal{T}_i},$$

where $\tau_i$, $i = 1, 2, ..., m$ are terminal nodes of the tree, $m$ – their number, $|\mathcal{X} \in \mathcal{T}_i|$ is the function, which traces the route from the root to the terminal node, $\hat{y}_i$ is the mean value of cases, classified in the terminal node $\tau_i$, which is also the predicted value.

The quality of the models is assessed using the Root Mean Square Error (RMSE) and the coefficient of determination according to formulas:

$$RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2},$$

$$R^2 = 1 - \frac{\sum_{i=1}^{N} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{N} (y_i - \bar{y})^2},$$

where $N$ is the number of cases, $\hat{y}_i$ is the predicted value at any given moment $t$, $\bar{y}$ is the mean value of $y$.

When selecting the best model, the guiding principle is to achieve the least root mean square error and the highest value for the coefficient of determination $R^2$, i.e. the degree of approximation of the model to actual data.

Modeling is performed using Salford Predictive Modeler suite (SPM, 2016) and IBM SPSS (IBM Corp, 2013).

### Results

Table 1 presents the results of the initial processing of the data. The total number of observations for the pollutant PM2.5 is $N=1948$, and the missing data are 27, which represents about 1.37%. There are no missing values in the data about meteorological measurements.

<table>
<thead>
<tr>
<th>Statistics</th>
<th>PM2.5 $\mu g/m^3$</th>
<th>minT (°C)</th>
<th>maxT (°C)</th>
<th>wind-speed (km/h)</th>
<th>WDI</th>
<th>precip (%)</th>
<th>humidity (%)</th>
<th>pressure (mb)</th>
<th>cloud-cover (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N miss</td>
<td>27</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Mean</td>
<td>25.53</td>
<td>6.69</td>
<td>17.07</td>
<td>6.46</td>
<td>2.88</td>
<td>1.04</td>
<td>0.677</td>
<td>1017</td>
<td>0.30</td>
</tr>
<tr>
<td>Minimum</td>
<td>2.3</td>
<td>-17</td>
<td>-10</td>
<td>2</td>
<td>0.9</td>
<td>0</td>
<td>0.31</td>
<td>991</td>
<td>0</td>
</tr>
<tr>
<td>Maximum</td>
<td>253</td>
<td>22</td>
<td>40</td>
<td>26</td>
<td>11.6</td>
<td>47.6</td>
<td>0.99</td>
<td>1039</td>
<td>1</td>
</tr>
</tbody>
</table>

During the examined period, a maximum of 253 $\mu g/m^3$ was reached for PM2.5, while the legal requirements do not permit exceedance of more than 25 $\mu g/m^3$ during the year. (EC, 2008; 2015). The permitted values for PM2.5 concentrations in
the air are effective as of 1 January 2015 with a maximum average annual limit of 25 $\mu g/m^3$, without any exceedance throughout the year. As of 1 January 2020, average annual limits of 20 $\mu g/m^3$ are in force. For the years between 2014 and 2019, the average values are respectively 28.79; 29.35; 27.44; 27.32; 19.17; 17.55 $\mu g/m^3$. The analysis indicates a systemic exceedance of the permissible limit.

Fig. 1 presents a graph of the observed average annual data over the examined period. The horizontal line in the graph corresponds to the average permissible limit of 25 $\mu g/m^3$. Numerous exceedances of the specified legal requirement are observed. The main reasons for the high levels of harmful emissions given in the regional reports are the use of solid fuels for heating during the winter period and the poor quality of fuels.

![Graph of measured average yearly data on PM2.5 concentrations in the city of Plovdiv. The horizontal line indicates the permissible limit of 25 $\mu g/m^3$.](image)

**Fig. 1.** Graph of measured average yearly data on PM2.5 concentrations in the city of Plovdiv. The horizontal line indicates the permissible limit of 25 $\mu g/m^3$.

**Construction of CART models and their analysis.** When building CART models, the main goal is to find the dependence of the high levels of the PM2.5 air pollutant on meteorological conditions. Limitations are set on the minimum number of cases in the parent node $(m_1)$ and the child node $(m_2)$. Following numerous preliminary analyses, the values of 10 are preset for $m_1$ and 5 for $m_2$. The obtained models are denoted by $M(m_1, m_2)$.

Out of a large number of models built during the study, 3 optimal models are selected that match the requirements for best fit. Table 2 presents their basic characteristics, which indicate the extent to which the selected models approximate the actual data, the number of end nodes, and the errors reported during their build. According to the above conditions for best model, Table 2 shows the conclusion that M3 provides the best results. It describes over 82% of actual data and has the lowest RMSE=10,519.

**Table 2.** Summary of the obtained optimal CART models for PM2.5.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model</th>
<th>$(m_1, m_2)$</th>
<th>Number of Terminal Nodes</th>
<th>$R^2$</th>
<th>Learn RMSE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM2.5</td>
<td>M1</td>
<td>(10.5)</td>
<td>34</td>
<td>0.794</td>
<td>11.297</td>
<td></td>
</tr>
<tr>
<td>PM2.5</td>
<td>M2</td>
<td>(10.5)</td>
<td>47</td>
<td>0.814</td>
<td>10.727</td>
<td></td>
</tr>
<tr>
<td>PM2.5</td>
<td>M3</td>
<td>(10.5)</td>
<td>51</td>
<td>0.821</td>
<td>10.519</td>
<td></td>
</tr>
</tbody>
</table>

Table 3 shows the percentage ratio of meteorological variables, included in the build of the three optimal models selected. The influence of the most important indicator assumes a weight of 100%. Some of the meteorological conditions are excluded when building the models since during the analyses it was found that these have no influence. The excluded meteorological data are precipitation quantity, atmospheric pressure and cloud cover. It is obvious that for all models, the measured PM2.5 concentrations on the previous day have the greatest weight and the next most stable factor in terms of influence is the minimum average daily air temperature two days before. It can be concluded that the selected models demonstrate stability in their
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structure. For the best model, it was found that the greatest influence (100%) on harmful emissions is that of PM2.5 concentrations measured on the previous day, followed by the measured minimum temperature two days before, with the third being minimum temperature on the previous day, etc.

Fig. 2 shows the general structure of the obtained regression tree using model M3, which includes 51 end nodes as per the CART tree build rules. Terminal node 51 classifies the cases with the highest values of PM2.5. The rules to reach this node starting from the tree root are as follows: PM2.5<1> >48.78 μg/m^3; PM2.5<1> >128.14 μg/m^3; PM2.5<1> >184.31 μg/m^3. The predicted value of each terminal node is the arithmetic mean of cases in it.

Table 3. Variable importance of the predictors for obtained models.

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Scores M1</th>
<th>Scores M2</th>
<th>Scores M3</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM2.5&lt;1&gt;</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>minT&lt;2&gt;</td>
<td>19.96</td>
<td>20.54</td>
<td>20.85</td>
</tr>
<tr>
<td>minT&lt;1&gt;</td>
<td>19.44</td>
<td>20.22</td>
<td>20.27</td>
</tr>
<tr>
<td>humidity</td>
<td>12.91</td>
<td>12.85</td>
<td>13.09</td>
</tr>
<tr>
<td>weather</td>
<td>9.90</td>
<td>11.09</td>
<td>10.70</td>
</tr>
<tr>
<td>wind_speed&lt;1&gt;</td>
<td>9.80</td>
<td>9.74</td>
<td>9.91</td>
</tr>
<tr>
<td>minT</td>
<td>5.55</td>
<td>6.51</td>
<td>6.62</td>
</tr>
<tr>
<td>month</td>
<td>5.25</td>
<td>-</td>
<td>5.34</td>
</tr>
<tr>
<td>maxT</td>
<td>3.18</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>wind_speed</td>
<td>2.95</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>month_day</td>
<td>-</td>
<td>7.93</td>
<td>-</td>
</tr>
<tr>
<td>maxT&lt;1&gt;</td>
<td>-</td>
<td>5.63</td>
<td>5.33</td>
</tr>
<tr>
<td>wind_speed&lt;2&gt;</td>
<td>-</td>
<td>-</td>
<td>6.84</td>
</tr>
</tbody>
</table>

Fig. 2. Upper part of topology of the binary regression CART tree of the model M3.

Application of the models for forecasting future concentrations. Fig 3 shows a graphic of the predicted PM2.5 concentrations for 2 days ahead (1 and 2 July 2019), using data models up to 30 June 2019. The forecasts for the two days are made using actual measured data, which are not included when building the CART model but these are compared against the values predicted by the selected model. The graphic shows that the selected model approximates actual measured values of the air pollutant.

Discussion

The study uses actual measurements as data for air pollution with PM2.5 in the city of Plovdiv. The data are for the period from 1 February 2014 to 30 June 2019. The analysis shows that during the studied period there are many exceedances of the limits for healthy air quality. Modeling and forecasting the atmospheric pollutant are performed using the classification and regression trees (CART) method. Three optimal CART models of the level of fine
particulate matter smaller than 2.5 $\mu g/m^3$ depending on meteorological conditions are built and analyzed. The graphic forecast of the model compared against actual measured PM2.5 concentration show very good approximation. It is found that the selected model displays very good qualities for short-term forecasts of particulate matter air pollution for 2 days ahead.

![Graph of measured and predicted PM2.5](image)

**Fig. 3.** Comparison of measured and predicted PM2.5.

According to the reports by the Regional Inspectorate of Environment and Water in Plovdiv on air quality (RIOSV Plovdiv, 2019), significant influence on the high levels of particulate matter in the city is due to temperature inversions, large number of days without any wind and the fogs. These factors cause accumulation and longer duration of suspension of pollutants in the air. Vehicle traffic emissions also have a significant negative impact on air quality.

**Conclusions**

This study shows the results of a statistical analysis of air quality in the city of Plovdiv. The obtained results show that legal limits that guarantee public health are exceeded. The proposed approach demonstrates the influence of meteorological conditions on air pollution. The selected method is suitable for forecasting these in order to prevent and control harmful emissions in the air within urban areas.

The presented study shows that the selected approach is suitable for predicting future pollution and its prevention.
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